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Preface

Intended Audience

The FreeBSD newcomer will find that the first section of this book guides the user through the FreeBSD installation
process and gently introduces the concepts and conventions that underpin UNIX®. Working through this section
requires little more than the desire to explore, and the ability to take on board new concepts as they are introduced.

Once you have traveled this far, the second, far larger, section of the Handbook is a comprehensive reference to all
manner of topics of interest to FreeBSD system administrators. Some of these chapters may recommend that you
do some prior reading, and this is noted in the synopsis at the beginning of each chapter.

For a list of additional sources of information, please see Appendix B, Bibliography.

Changes from the Third Edition

The current online version of the Handbook represents the cumulative effort of many hundreds of contributors
over the past 10 years. The following are some of the significant changes since the two volume third edition was
published in 2004:

+ Chapter 11, WINE has been added with information about how to run Windows® applications on FreeBSD.
+ Chapter 25, DTrace has been added with information about the powerful DTrace performance analysis tool.

« Chapter 21, Other File Systems has been added with information about non-native file systems in FreeBSD, such
as ZFS from Sun™.

» Chapter 17, Security Event Auditing has been added to cover the new auditing capabilities in FreeBSD and explain
its use.

+ Chapter 22, Virtualization has been added with information about installing FreeBSD on virtualization software.

+ Chapter 2, Installing FreeBSD has been added to cover installation of FreeBSD using the new installation utility,
bsdinstall.

Changes from the Second Edition (2004)

The third edition was the culmination of over two years of work by the dedicated members of the FreeBSD Docu-
mentation Project. The printed edition grew to such a size that it was necessary to publish as two separate volumes.
The following are the major changes in this new edition:

» Chapter 12, Configuration and Tuning has been expanded with new information about the ACPI power and resource
management, the cron system utility, and more kernel tuning options.

+ Chapter 14, Security has been expanded with new information about virtual private networks (VPNs), file system
access control lists (ACLs), and security advisories.

+ Chapter 16, Mandatory Access Control is a new chapter with this edition. It explains what MAC is and how this
mechanism can be used to secure a FreeBSD system.

+ Chapter 18, Storage has been expanded with new information about USB storage devices, file system snapshots,
file system quotas, file and network backed filesystems, and encrypted disk partitions.

+ A troubleshooting section has been added to Chapter 28, PPP.



Changes from the First Edition (2001)

« Chapter 29, Electronic Mail has been expanded with new information about using alternative transport agents,
SMTP authentication, UUCP, fetchmail, procmail, and other advanced topics.

« Chapter 30, Network Servers is all new with this edition. This chapter includes information about setting up the
Apache HTTP Server, ftpd, and setting up a server for Microsoft® Windows® clients with Samba. Some sections
from Chapter 32, Advanced Networking were moved here to improve the presentation.

« Chapter 32, Advanced Networking has been expanded with new information about using Bluetooth® devices with
FreeBSD, setting up wireless networks, and Asynchronous Transfer Mode (ATM) networking.

* A glossary has been added to provide a central location for the definitions of technical terms used throughout
the book.

+ A number of aesthetic improvements have been made to the tables and figures throughout the book.

Changes from the First Edition (2001)

The second edition was the culmination of over two years of work by the dedicated members of the FreeBSD Doc-
umentation Project. The following were the major changes in this edition:

A complete Index has been added.
+ Al ASCII figures have been replaced by graphical diagrams.

* A standard synopsis has been added to each chapter to give a quick summary of what information the chapter
contains, and what the reader is expected to know.

” o«

+ The content has been logically reorganized into three parts: “Getting Started”, “System Administration”, and
“Appendices”.

« Chapter 3, FreeBSD Basics has been expanded to contain additional information about processes, daemons, and
signals.

« Chapter 4, Installing Applications: Packages and Ports has been expanded to contain additional information about
binary package management.

+ Chapter 5, The X Window System has been completely rewritten with an emphasis on using modern desktop tech-
nologies such as KDE and GNOME on XFree86™ 4.X.

« Chapter 13, The FreeBSD Booting Process has been expanded.

« Chapter 18, Storage has been written from what used to be two separate chapters on “Disks” and “Backups”.
We feel that the topics are easier to comprehend when presented as a single chapter. A section on RAID (both
hardware and software) has also been added.

» Chapter 27, Serial Communications has been completely reorganized and updated for FreeBSD 4.X/5.X.

+ Chapter 28, PPP has been substantially updated.

+ Many new sections have been added to Chapter 32, Advanced Networking.

« Chapter 29, Electronic Mail has been expanded to include more information about configuring sendmail.

« Chapter 10, Linux® Binary Compatibility has been expanded to include information about installing Oracle® and
SAP® R/3®.

« The following new topics are covered in this second edition:
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+ Chapter 12, Configuration and Tuning.

+ Chapter 7, Multimedia.

Organization of This Book

This book is split into five logically distinct sections. The first section, Getting Started, covers the installation and
basic usage of FreeBSD. It is expected that the reader will follow these chapters in sequence, possibly skipping
chapters covering familiar topics. The second section, Common Tasks, covers some frequently used features of Free-
BSD. This section, and all subsequent sections, can be read out of order. Each chapter begins with a succinct syn-
opsis that describes what the chapter covers and what the reader is expected to already know. This is meant to
allow the casual reader to skip around to find chapters of interest. The third section, System Administration, covers
administration topics. The fourth section, Network Communication, covers networking and server topics. The fifth
section contains appendices of reference information.

Chapter 1, Introduction
Introduces FreeBSD to a new user. It describes the history of the FreeBSD Project, its goals and development
model.

Chapter 2, Installing FreeBSD
Walks a user through the entire installation process of FreeBSD 9.x and later using bsdinstall.

Chapter 3, FreeBSD Basics
Covers the basic commands and functionality of the FreeBSD operating system. If you are familiar with Linux®
or another flavor of UNIX® then you can probably skip this chapter.

Chapter 4, Installing Applications: Packages and Ports
Covers the installation of third-party software with both FreeBSD's innovative “Ports Collection” and standard
binary packages.

Chapter 5, The X Window System
Describes the X Window System in general and using X11 on FreeBSD in particular. Also describes common
desktop environments such as KDE and GNOME.

Chapter 6, Desktop Applications
Lists some common desktop applications, such as web browsers and productivity suites, and describes how
to install them on FreeBSD.

Chapter 7, Multimedia
Shows how to set up sound and video playback support for your system. Also describes some sample audio
and video applications.

Chapter 8, Configuring the FreeBSD Kernel
Explains why you might need to configure a new kernel and provides detailed instructions for configuring,
building, and installing a custom kernel.

Chapter 9, Printing
Describes managing printers on FreeBSD, including information about banner pages, printer accounting, and
initial setup.

Chapter 10, Linux® Binary Compatibility
Describes the Linux® compatibility features of FreeBSD. Also provides detailed installation instructions for
many popular Linux® applications such as Oracle® and Mathematica®.

Chapter 12, Configuration and Tuning

Describes the parameters available for system administrators to tune a FreeBSD system for optimum perfor-
mance. Also describes the various configuration files used in FreeBSD and where to find them.
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Chapter 13, The FreeBSD Booting Process
Describes the FreeBSD boot process and explains how to control this process with configuration options.

Chapter 14, Security
Describes many different tools available to help keep your FreeBSD system secure, including Kerberos, IPsec
and OpenSSH.

Chapter 15, Jails
Describes the jails framework, and the improvements of jails over the traditional chroot support of FreeBSD.

Chapter 16, Mandatory Access Control
Explains what Mandatory Access Control (MAC) is and how this mechanism can be used to secure a FreeBSD
system.

Chapter 17, Security Event Auditing
Describes what FreeBSD Event Auditing is, how it can be installed, configured, and how audit trails can be
inspected or monitored.

Chapter 18, Storage
Describes how to manage storage media and filesystems with FreeBSD. This includes physical disks, RAID
arrays, optical and tape media, memory-backed disks, and network filesystems.

Chapter 19, GEOM: Modular Disk Transformation Framework
Describes what the GEOM framework in FreeBSD is and how to configure various supported RAID levels.

Chapter 21, Other File Systems
Examines support of non-native file systems in FreeBSD, like the Z File System from Sun™.

Chapter 22, Virtualization
Describes what virtualization systems offer, and how they can be used with FreeBSD.

Chapter 23, Localization - i18n/L10n Usage and Setup
Describes how to use FreeBSD in languages other than English. Covers both system and application level lo-
calization.

Chapter 24, Updating and Upgrading FreeBSD
Explains the differences between FreeBSD-STABLE, FreeBSD-CURRENT, and FreeBSD releases. Describes which
users would benefit from tracking a development system and outlines that process. Covers the methods users
may take to update their system to the latest security release.

Chapter 25, DTrace
Describes how to configure and use the DTrace tool from Sun™ in FreeBSD. Dynamic tracing can help locate
performance issues, by performing real time system analysis.

Chapter 27, Serial Communications
Explains how to connect terminals and modems to your FreeBSD system for both dial in and dial out connec-
tions.

Chapter 28, PPP
Describes how to use PPP to connect to remote systems with FreeBSD.

Chapter 29, Electronic Mail
Explains the different components of an email server and dives into simple configuration topics for the most
popular mail server software: sendmail.

Chapter 30, Network Servers
Provides detailed instructions and example configuration files to set up your FreeBSD machine as a network
filesystem server, domain name server, network information system server, or time synchronization server.

Chapter 31, Firewalls
Explains the philosophy behind software-based firewalls and provides detailed information about the config-
uration of the different firewalls available for FreeBSD.
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Chapter 32, Advanced Networking
Describes many networking topics, including sharing an Internet connection with other computers on your
LAN, advanced routing topics, wireless networking, Bluetooth®, ATM, IPv6, and much more.

Appendix A, Obtaining FreeBSD
Lists different sources for obtaining FreeBSD media on CDROM or DVD as well as different sites on the Internet
that allow you to download and install FreeBSD.

Appendix B, Bibliography
This book touches on many different subjects that may leave you hungry for a more detailed explanation. The

bibliography lists many excellent books that are referenced in the text.

Appendix C, Resources on the Internet
Describes the many forums available for FreeBSD users to post questions and engage in technical conversa-
tions about FreeBSD.

Appendix D, OpenPGP Keys
Lists the PGP fingerprints of several FreeBSD Developers.

Conventions used in this book
To provide a consistent and easy to read text, several conventions are followed throughout the book.

Typographic Conventions

Italic
An italic font is used for filenames, URLs, emphasized text, and the first usage of technical terms.

Monospace
A monospaced font is used for error messages, commands, environment variables, names of ports, hostnames,
user names, group names, device names, variables, and code fragments.

Bold
A bold font is used for applications, commands, and keys.

User Input

Keys are shown in bold to stand out from other text. Key combinations that are meant to be typed simultaneously
are shown with “+' between the keys, such as:

Ctrl+Alt+Del

Meaning the user should type the Ctrl, Alt, and Del keys at the same time.

Keys that are meant to be typed in sequence will be separated with commas, for example:
Ctrl+X, Ctrl+S

Would mean that the user is expected to type the Ctrl and X keys simultaneously and then to type the Ctrl and
S keys simultaneously.

Examples

Examples starting with C:\> indicate a MS-DOS® command. Unless otherwise noted, these commands may be
executed from a “Command Prompt” window in a modern Microsoft® Windows® environment.

E:\> tools\fdimage floppies\kern.flp A:

Examples starting with # indicate a command that must be invoked as the superuser in FreeBSD. You can login as
root to type the command, or login as your normal account and use su(1) to gain superuser privileges.
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# dd if=kern.flp of=/dev/fd0

Examples starting with % indicate a command that should be invoked from a normal user account. Unless otherwise
noted, C-shell syntax is used for setting environment variables and other shell commands.

% top
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Part I. Getting Started

This part of the handbook is for users and administrators who are new to FreeBSD. These chapters:

Introduce FreeBSD.

Guide readers through the installation process.

Teach UNIX® basics and fundamentals.

Show how to install the wealth of third party applications available for FreeBSD.

Introduce X, the UNIX® windowing system, and detail how to configure a desktop environment that makes
users more productive.

The number of forward references in the text have been kept to a minimum so that this section can be read from
front to back with minimal page flipping.
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Chapter 1. Introduction

Restructured, reorganized, and parts rewritten by Jim Mock.

1.1. Synopsis

Thank you for your interest in FreeBSD! The following chapter covers various aspects of the FreeBSD Project, such
as its history, goals, development model, and so on.

After reading this chapter you will know:

 How FreeBSD relates to other computer operating systems.
+ The history of the FreeBSD Project.

+ The goals of the FreeBSD Project.

¢ The basics of the FreeBSD open-source development model.

+ And of course: where the name “FreeBSD” comes from.

1.2. Welcome to FreeBSD!

FreeBSD is an Open Source, standards-compliant Unix-like operating system for x86 (both 32 and 64 bit), ARM®,
AArché64, RISC-V®, MIPS®, POWER®, PowerPC®, and Sun UltraSPARC® computers. It provides all the features that
are nowadays taken for granted, such as preemptive multitasking, memory protection, virtual memory, multi-user
facilities, SMP support, all the Open Source development tools for different languages and frameworks, and desktop
features centered around X Window System, KDE, or GNOME. Its particular strengths are:

» Liberal Open Source license, which grants you rights to freely modify and extend its source code and incorporate
it in both Open Source projects and closed products without imposing restrictions typical to copyleft licenses,
as well as avoiding potential license incompatibility problems.

» Strong TCP/IP networking - FreeBSD implements industry standard protocols with ever increasing performance
and scalability. This makes it a good match in both server, and routing/firewalling roles - and indeed many
companies and vendors use it precisely for that purpose.

« Fully integrated OpenZFS support, including root-on-ZFS, ZFS Boot Environments, fault management, administra-
tive delegation, support for jails, FreeBSD specific documentation, and system installer support.

« Extensive security features, from the Mandatory Access Control framework to Capsicum capability and sandbox
mechanisms.

* Over 30 thousand prebuilt packages for all supported architectures, and the Ports Collection which makes it easy
to build your own, customized ones.

« Documentation - in addition to Handbook and books from different authors that cover topics ranging from system
administration to kernel internals, there are also the man(1) pages, not only for userspace daemons, utilities,
and configuration files, but also for kernel driver APIs (section 9) and individual drivers (section 4).

+ Simple and consistent repository structure and build system - FreeBSD uses a single repository for all of its compo-
nents, both kernel and userspace. This, along with an unified and easy to customize build system and a well
thought out development process makes it easy to integrate FreeBSD with build infrastructure for your own
product.


https://www.FreeBSD.org/cgi/man.cgi?query=man&sektion=1&manpath=freebsd-release-ports
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* Staying true to Unix philosophy, preferring composability instead of monolithic “all in one” daemons with hard-
coded behavior.

*  Binary compatibility with Linux, which makes it possible to run many Linux binaries without the need for virtu-
alisation.

FreeBSD is based on the 4.4BSD-Lite release from Computer Systems Research Group (CSRG) at the University of
California at Berkeley, and carries on the distinguished tradition of BSD systems development. In addition to the
fine work provided by CSRG, the FreeBSD Project has put in many thousands of man-hours into extending the
functionality and fine-tuning the system for maximum performance and reliability in real-life load situations.
FreeBSD offers performance and reliability on par with other Open Source and commercial offerings, combined
with cutting-edge features not available anywhere else.

1.2.1. What Can FreeBSD Do?

The applications to which FreeBSD can be put are truly limited only by your own imagination. From software
development to factory automation, inventory control to azimuth correction of remote satellite antennae; if it can
be done with a commercial UNIX® product then it is more than likely that you can do it with FreeBSD too! FreeBSD
also benefits significantly from literally thousands of high quality applications developed by research centers and
universities around the world, often available at little to no cost.

Because the source code for FreeBSD itself is freely available, the system can also be customized to an almost
unheard of degree for special applications or projects, and in ways not generally possible with operating systems
from most major commercial vendors. Here is just a sampling of some of the applications in which people are
currently using FreeBSD:

» Internet Services: The robust TCP/IP networking built into FreeBSD makes it an ideal platform for a variety of
Internet services such as:

+ Web servers

+ IPv4 and IPv6 routing

+ Firewalls and NAT (“IP masquerading”) gateways
* FTP servers

+  Email servers

+ And more...

* Education: Are you a student of computer science or a related engineering field? There is no better way of learning
about operating systems, computer architecture and networking than the hands on, under the hood experience
that FreeBSD can provide. A number of freely available CAD, mathematical and graphic design packages also
make it highly useful to those whose primary interest in a computer is to get other work done!

* Research: With source code for the entire system available, FreeBSD is an excellent platform for research in
operating systems as well as other branches of computer science. FreeBSD's freely available nature also makes it
possible for remote groups to collaborate on ideas or shared development without having to worry about special
licensing agreements or limitations on what may be discussed in open forums.

* Networking: Need a new router? A name server (DNS)? A firewall to keep people out of your internal network?
FreeBSD can easily turn that unused PC sitting in the corner into an advanced router with sophisticated pack-
et-filtering capabilities.

+ Embedded: FreeBSD makes an excellent platform to build embedded systems upon. With support for the ARM®,
MIPS® and PowerPC® platforms, coupled with a robust network stack, cutting edge features and the permissive
BSD license FreeBSD makes an excellent foundation for building embedded routers, firewalls, and other devices.


https://www.FreeBSD.org/doc/en_US.ISO8859-1/books/faq/introduction.html#bsd-license-restrictions
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Desktop: FreeBSD makes a fine choice for an inexpensive desktop solution using the freely available X11 server.
FreeBSD offers a choice from many open-source desktop environments, including the standard GNOME and KDE
graphical user interfaces. FreeBSD can even boot “diskless” from a central server, making individual worksta-
tions even cheaper and easier to administer.

Software Development: The basic FreeBSD system comes with a full suite of development tools including a full C/
C++ compiler and debugger suite. Support for many other languages are also available through the ports and
packages collection.

FreeBSD is available to download free of charge, or can be obtained on either CD-ROM or DVD. Please see Appen-
dix A, Obtaining FreeBSD for more information about obtaining FreeBSD.

1.2.2. Who Uses FreeBSD?

FreeBSD has been known for its web serving capabilities - sites that run on FreeBSD include Hacker News, Netcraft,
NetEase, Netflix, Sina, Sony Japan, Rambler, Yahoo!, and Yandex.

FreeBSD's advanced features, proven security, predictable release cycle, and permissive license have led to its use
as a platform for building many commercial and open source appliances, devices, and products. Many of the world's
largest IT companies use FreeBSD:

Apache - The Apache Software Foundation runs most of its public facing infrastructure, including possibly one
of the largest SVN repositories in the world with over 1.4 million commits, on FreeBSD.

Apple - 0S X borrows heavily from FreeBSD for the network stack, virtual file system, and many userland com-
ponents. Apple iOS also contains elements borrowed from FreeBSD.

Cisco - IronPort network security and anti-spam appliances run a modified FreeBSD kernel.

Citrix - The NetScaler line of security appliances provide layer 4-7 load balancing, content caching, application
firewall, secure VPN, and mobile cloud network access, along with the power of a FreeBSD shell.

Dell EMC Isilon - Isilon's enterprise storage appliances are based on FreeBSD. The extremely liberal FreeBSD
license allowed Isilon to integrate their intellectual property throughout the kernel and focus on building their
product instead of an operating system.

Quest KACE - The KACE system management appliances run FreeBSD because of its reliability, scalability, and
the community that supports its continued development.

iXsystems - The TrueNAS line of unified storage appliances is based on FreeBSD. In addition to their commercial
products, iXsystems also manages development of the open source projects TrueOS and FreeNAS.

Juniper - The JunOS operating system that powers all Juniper networking gear (including routers, switches,
security, and networking appliances) is based on FreeBSD. Juniper is one of many vendors that showcases the
symbiotic relationship between the project and vendors of commercial products. Improvements generated at
Juniper are upstreamed into FreeBSD to reduce the complexity of integrating new features from FreeBSD back
into JunOS in the future.

McAfee - SecurOS, the basis of McAfee enterprise firewall products including Sidewinder is based on FreeBSD.

NetApp - The Data ONTAP GX line of storage appliances are based on FreeBSD. In addition, NetApp has con-
tributed back many features, including the new BSD licensed hypervisor, bhyve.

Netflix - The OpenConnect appliance that Netflix uses to stream movies to its customers is based on FreeBSD.
Netflix has made extensive contributions to the codebase and works to maintain a zero delta from mainline
FreeBSD. Netflix OpenConnect appliances are responsible for delivering more than 32% of all Internet traffic in
North America.
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Sandvine - Sandvine uses FreeBSD as the basis of their high performance real-time network processing plat-
forms that make up their intelligent network policy control products.

Sony - The PlayStation 4 gaming console runs a modified version of FreeBSD.

Sophos - The Sophos Email Appliance product is based on a hardened FreeBSD and scans inbound mail for
spam and viruses, while also monitoring outbound mail for malware as well as the accidental loss of sensitive
information.

Spectra Logic - The nTier line of archive grade storage appliances run FreeBSD and OpenZFS.

Stormshield - Stormshield Network Security appliances are based on a hardened version of FreeBSD. The BSD
license allows them to integrate their own intellectual property with the system while returning a great deal of
interesting development to the community.

The Weather Channel - The IntelliStar appliance that is installed at each local cable provider's headend and is
responsible for injecting local weather forecasts into the cable TV network's programming runs FreeBSD.

Verisign - Verisign is responsible for operating the .com and .net root domain registries as well as the accom-
panying DNS infrastructure. They rely on a number of different network operating systems including FreeBSD
to ensure there is no common point of failure in their infrastructure.

Voxer - Voxer powers their mobile voice messaging platform with ZFS on FreeBSD. Voxer switched from a
Solaris derivative to FreeBSD because of its superior documentation, larger and more active community, and
more developer friendly environment. In addition to critical features like ZFS and DTrace, FreeBSD also offers
TRIM support for ZFS.

Fudo Security - The FUDO security appliance allows enterprises to monitor, control, record, and audit contrac-
tors and administrators who work on their systems. Based on all of the best security features of FreeBSD includ-
ing ZFS, GELI, Capsicum, HAST, and auditdistd.

FreeBSD has also spawned a number of related open source projects:

BSD Router - A FreeBSD based replacement for large enterprise routers designed to run on standard PC hard-
ware.,

FreeNAS - A customized FreeBSD designed to be used as a network file server appliance. Provides a python based
web interface to simplify the management of both the UFS and ZFS file systems. Includes support for NFS, SMB/
CIFS, AFP, FTP, and iSCSI. Includes an extensible plugin system based on FreeBSD jails.

GhostBSD - is derived from FreeBSD, uses the GTK environment to provide a beautiful looks and comfortable
experience on the modern BSD platform offering a natural and native UNIX® work environment.

mfsBSD - A toolkit for building a FreeBSD system image that runs entirely from memory.
NAS4Free - A file server distribution based on FreeBSD with a PHP powered web interface.

OPNSense - OPNsense is an open source, easy-to-use and easy-to-build FreeBSD based firewall and routing plat-
form. OPNsense includes most of the features available in expensive commercial firewalls, and more in many
cases. It brings the rich feature set of commercial offerings with the benefits of open and verifiable sources.

TrueOS - TrueOS is based on the legendary security and stability of FreeBSD. TrueOS follows FreeBSD-CURRENT,
with the latest drivers, security updates, and packages available.

MidnightBSD - is a FreeBSD derived operating system developed with desktop users in mind. It includes all the
software you'd expect for your daily tasks: mail, web browsing, word processing, gaming, and much more.

NomadBSD - is a persistent live system for USB flash drives, based on FreeBSD. Together with automatic hard-
ware detection and setup, it is configured to be used as a desktop system that works out of the box, but can also
be used for data recovery, for educational purposes, or to test FreeBSD's hardware compatibility.
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+ pfSense - A firewall distribution based on FreeBSD with a huge array of features and extensive IPv6 support.

+ ZRouter - An open source alternative firmware for embedded devices based on FreeBSD. Designed to replace
the proprietary firmware on off-the-shelf routers.

Alist of testimonials from companies basing their products and services on FreeBSD can be found at the FreeBSD
Foundation website. Wikipedia also maintains a list of products based on FreeBSD.

1.3. About the FreeBSD Project

The following section provides some background information on the project, including a brief history, project
goals, and the development model of the project.

1.3.1. A Brief History of FreeBSD

The FreeBSD Project had its genesis in the early part of 1993, partially as the brainchild of the Unofficial 386BSD-
Patchkit's last 3 coordinators: Nate Williams, Rod Grimes and Jordan Hubbard.

The original goal was to produce an intermediate snapshot of 386BSD in order to fix a number of problems that
the patchkit mechanism was just not capable of solving. The early working title for the project was 386BSD 0.5 or
386BSD Interim in reference of that fact.

386BSD was Bill Jolitz's operating system, which had been up to that point suffering rather severely from almost a
year's worth of neglect. As the patchkit swelled ever more uncomfortably with each passing day, they decided to
assist Bill by providing this interim “cleanup” snapshot. Those plans came to a rude halt when Bill Jolitz suddenly
decided to withdraw his sanction from the project without any clear indication of what would be done instead.

The trio thought that the goal remained worthwhile, even without Bill's support, and so they adopted the name
"FreeBSD" coined by David Greenman. The initial objectives were set after consulting with the system's current
users and, once it became clear that the project was on the road to perhaps even becoming a reality, Jordan con-
tacted Walnut Creek CDROM with an eye toward improving FreeBSD's distribution channels for those many un-
fortunates without easy access to the Internet. Walnut Creek CDROM not only supported the idea of distributing
FreeBSD on CD but also went so far as to provide the project with a machine to work on and a fast Internet connec-
tion. Without Walnut Creek CDROM's almost unprecedented degree of faith in what was, at the time, a completely
unknown project, it is quite unlikely that FreeBSD would have gotten as far, as fast, as it has today.

The first CD-ROM (and general net-wide) distribution was FreeBSD 1.0, released in December of 1993. This was
based on the 4.3BSD-Lite (“Net/2”) tape from U.C. Berkeley, with many components also provided by 386BSD and
the Free Software Foundation. It was a fairly reasonable success for a first offering, and they followed it with the
highly successful FreeBSD 1.1 release in May of 1994.

Around this time, some rather unexpected storm clouds formed on the horizon as Novell and U.C. Berkeley settled
their long-running lawsuit over the legal status of the Berkeley Net/2 tape. A condition of that settlement was U.C.
Berkeley's concession that large parts of Net/2 were “encumbered” code and the property of Novell, who had in
turn acquired it from AT&T some time previously. What Berkeley got in return was Novell's “blessing” that the
4.4BSD-Lite release, when it was finally released, would be declared unencumbered and all existing Net/2 users
would be strongly encouraged to switch. This included FreeBSD, and the project was given until the end of July
1994 to stop shipping its own Net/2 based product. Under the terms of that agreement, the project was allowed
one last release before the deadline, that release being FreeBSD 1.1.5.1.

FreeBSD then set about the arduous task of literally re-inventing itself from a completely new and rather incom-
plete set of 4.4BSD-Lite bits. The “Lite” releases were light in part because Berkeley's CSRG had removed large
chunks of code required for actually constructing a bootable running system (due to various legal requirements)
and the fact that the Intel port of 4.4 was highly incomplete. It took the project until November of 1994 to make
this transition, and in December it released FreeBSD 2.0 to the world. Despite being still more than a little rough
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around the edges, the release was a significant success and was followed by the more robust and easier to install
FreeBSD 2.0.5 release in June of 1995.

Since that time, FreeBSD has made a series of releases each time improving the stability, speed, and feature set
of the previous version.

For now, long-term development projects continue to take place in the 10.X-CURRENT (trunk) branch, and snapshot
releases of 10.X are continually made available from the snapshot server as work progresses.

1.3.2. FreeBSD Project Goals
Contributed by Jordan Hubbard.

The goals of the FreeBSD Project are to provide software that may be used for any purpose and without strings
attached. Many of us have a significant investment in the code (and project) and would certainly not mind a little
financial compensation now and then, but we are definitely not prepared to insist on it. We believe that our first
and foremost “mission” is to provide code to any and all comers, and for whatever purpose, so that the code gets
the widest possible use and provides the widest possible benefit. This is, I believe, one of the most fundamental
goals of Free Software and one that we enthusiastically support.

That code in our source tree which falls under the GNU General Public License (GPL) or Library General Public
License (LGPL) comes with slightly more strings attached, though at least on the side of enforced access rather than
the usual opposite. Due to the additional complexities that can evolve in the commercial use of GPL software we
do, however, prefer software submitted under the more relaxed BSD license when it is a reasonable option to do so.

1.3.3. The FreeBSD Development Model

Contributed by Satoshi Asami.

The development of FreeBSD is a very open and flexible process, being literally built from the contributions of
thousands of people around the world, as can be seen from our list of contributors. FreeBSD's development infra-
structure allow these thousands of contributors to collaborate over the Internet. We are constantly on the lookout
for new developers and ideas, and those interested in becoming more closely involved with the project need sim-
ply contact us at the FreeBSD technical discussions mailing list. The FreeBSD announcements mailing list is also
available to those wishing to make other FreeBSD users aware of major areas of work.

Useful things to know about the FreeBSD Project and its development process, whether working independently
or in close cooperation:

The SVN repositories

For several years, the central source tree for FreeBSD was maintained by CVS (Concurrent Versions System),
a freely available source code control tool. In June 2008, the Project switched to using SVN (Subversion). The
switch was deemed necessary, as the technical limitations imposed by CVS were becoming obvious due to the
rapid expansion of the source tree and the amount of history already stored. The Documentation Project and
Ports Collection repositories also moved from CVS to SVN in May 2012 and July 2012, respectively. Please refer
to the Obtaining the Source section for more information on obtaining the FreeBSD src/ repository and Using
the Ports Collection for details on obtaining the FreeBSD Ports Collection.

The committers list
The committers are the people who have write access to the Subversion tree, and are authorized to make mod-
ifications to the FreeBSD source (the term “committer” comes from commit, the source control command
which is used to bring new changes into the repository). Anyone can submit a bug to the Bug Database. Before
submitting a bug report, the FreeBSD mailing lists, IRC channels, or forums can be used to help verify that
an issue is actually a bug.

The FreeBSD core team
The FreeBSD core team would be equivalent to the board of directors if the FreeBSD Project were a company.
The primary task of the core team is to make sure the project, as a whole, is in good shape and is heading in the
right directions. Inviting dedicated and responsible developers to join our group of committers is one of the
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functions of the core team, as is the recruitment of new core team members as others move on. The current
core team was elected from a pool of committer candidates in June 2020. Elections are held every 2 years.

Note

@ Like most developers, most members of the core team are also volunteers when it comes
to FreeBSD development and do not benefit from the project financially, so “commit-
ment” should also not be misconstrued as meaning “guaranteed support.” The “board
of directors” analogy above is not very accurate, and it may be more suitable to say that
these are the people who gave up their lives in favor of FreeBSD against their better
judgement!

Outside contributors
Last, but definitely not least, the largest group of developers are the users themselves who provide feedback
and bug fixes to us on an almost constant basis. The primary way of keeping in touch with FreeBSD's more
non-centralized development is to subscribe to the FreeBSD technical discussions mailing list where such
things are discussed. See Appendix C, Resources on the Internet for more information about the various FreeBSD
mailing lists.

The FreeBSD Contributors List is a long and growing one, so why not join it by contributing something back to
FreeBSD today?

Providing code is not the only way of contributing to the project; for a more complete list of things that need
doing, please refer to the FreeBSD Project web site.

In summary, our development model is organized as a loose set of concentric circles. The centralized model is
designed for the convenience of the users of FreeBSD, who are provided with an easy way of tracking one central
code base, not to keep potential contributors out! Our desire is to present a stable operating system with a large
set of coherent application programs that the users can easily install and use — this model works very well in
accomplishing that.

All we ask of those who would join us as FreeBSD developers is some of the same dedication its current people
have to its continued success!

1.3.4. Third Party Programs

In addition to the base distributions, FreeBSD offers a ported software collection with thousands of commonly
sought-after programs. At the time of this writing, there were over 24,000 ports! The list of ports ranges from
http servers, to games, languages, editors, and almost everything in between. The entire Ports Collection requires
approximately 500 MB. To compile a port, you simply change to the directory of the program you wish to install,
type make install,and let the system do the rest. The full original distribution for each port you build is retrieved
dynamically so you need only enough disk space to build the ports you want. Almost every port is also provided
as a pre-compiled “package”, which can be installed with a simple command (pkg install) by those who do not
wish to compile their own ports from source. More information on packages and ports can be found in Chapter 4,
Installing Applications: Packages and Ports.

1.3.5. Additional Documentation

All supported FreeBSD versions provide an option in the installer to install additional documentation under /usr/
local/share/doc/freebsd during the initial system setup. Documentation may also be installed at any later time
using packages as described in Section 24.3.2, “Updating Documentation from Ports”. You may view the locally
installed manuals with any HTML capable browser using the following URLs:

The FreeBSD Handbook
/usr/local/share/doc/freebsd/handbook/index.html
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The FreeBSD FAQ
/usr/local/share/doc/freebsd/faq/index.html

You can also view the master (and most frequently updated) copies at https://www.FreeBSD.org/ .
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Chapter 2. Installing FreeBSD

Restructured, reorganized, and parts rewritten by Jim Mock.
Updated for bsdinstall by Gavin Atkinson and Warren Block.
Updated for root-on-ZFS by Allan Jude.

2.1. Synopsis

There are several different ways of getting FreeBSD to run, depending on the environment. Those are:

« Virtual Machine images, to download and import on a virtual environment of choice. These can be downloaded
from the Download FreeBSD page. There are images for KVM (“qcow2”), VMWare (“vmmdk”), Hyper-V (“vhd”),
and raw device images that are universally supported. These are not installation images, but rather the precon-
figured (“already installed”) instances, ready to run and perform post-installation tasks.

+ Virtual Machine images available at Amazon's AWS Marketplace, Microsoft Azure Marketplace, and Google Cloud
Platform, to run on their respective hosting services. For more information on deploying FreeBSD on Azure
please consult the relevant chapter in the Azure Documentation.

+ SD card images, for embedded systems such as Raspberry Pi or BeagleBone Black. These can be downloaded from
the Download FreeBSD page. These files must be uncompressed and written as a raw image to an SD card, from
which the board will then boot.

« Installation images, to install FreeBSD on a hard drive for the usual desktop, laptop, or server systems.

The rest of this chapter describes the fourth case, explaining how to install FreeBSD using the text-based installa-
tion program named bsdinstall.

In general, the installation instructions in this chapter are written for the 386 ™ and AMD64 architectures. Where
applicable, instructions specific to other platforms will be listed. There may be minor differences between the
installer and what is shown here, so use this chapter as a general guide rather than as a set of literal instructions.

Note
@ Users who prefer to install FreeBSD using a graphical installer may be interested in GhostBSD,
MidnightBSD or NomadBSD.

After reading this chapter, you will know:

+ The minimum hardware requirements and FreeBSD supported architectures.
+ How to create the FreeBSD installation media.

+ How to start bsdinstall.

+ The questions bsdinstall will ask, what they mean, and how to answer them.
+ How to troubleshoot a failed installation.

+ How to access a live version of FreeBSD before committing to an installation.
Before reading this chapter, you should:

+ Read the supported hardware list that shipped with the version of FreeBSD to be installed and verify that the
system's hardware is supported.
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Minimum Hardware Requirements

2.2. Minimum Hardware Requirements

The hardware requirements to install FreeBSD vary by architecture. Hardware architectures and devices supported
by a FreeBSD release are listed on the FreeBSD Release Information page. The FreeBSD download page also has
recommendations for choosing the correct image for different architectures.

A FreeBSD installation requires a minimum of 96 MB of RAM and 1.5 GB of free hard drive space. However, such
small amounts of memory and disk space are really only suitable for custom applications like embedded appliances.
General-purpose desktop systems need more resources. 2-4 GB RAM and at least 8 GB hard drive space is a good
starting point.

These are the processor requirements for each architecture:

amd64
This is the most common desktop and laptop processor type, used in most modern systems. Intel® calls it
Intel64. Other manufacturers sometimes call it x86-64.

Examples of amdé4 compatible processors include: AMD Athlon™64, AMD Opteron™, multi-core In-
tel® Xeon™, and Intel® Core™ 2 and later processors.

i386
Older desktops and laptops often use this 32-bit, x86 architecture.

Almost all i386-compatible processors with a floating point unit are supported. All Intel® processors 486 or
higher are supported.

FreeBSD will take advantage of Physical Address Extensions (PAE) support on CPUs with this feature. A kernel
with the PAE feature enabled will detect memory above 4 GB and allow it to be used by the system. However,
using PAE places constraints on device drivers and other features of FreeBSD.

powerpc
All New World ROM Apple® Mac® systems with built-in USB are supported. SMP is supported on machines
with multiple CPUs.

A 32-bit kernel can only use the first 2 GB of RAM.

Sparc64
Systems supported by FreeBSD/sparcé4 are listed at the FreeBSD/sparc64 Project.

SMP is supported on all systems with more than 1 processor. A dedicated disk is required as it is not possible
to share a disk with another operating system at this time.

2.3. Pre-Installation Tasks

Once it has been determined that the system meets the minimum hardware requirements for installing FreeBSD,
the installation file should be downloaded and the installation media prepared. Before doing this, check that the
system is ready for an installation by verifying the items in this checklist:

1. Back Up Important Data

Before installing any operating system, always backup all important data first. Do not store the backup on the
system being installed. Instead, save the data to a removable disk such as a USB drive, another system on the
network, or an online backup service. Test the backup before starting the installation to make sure it contains
all of the needed files. Once the installer formats the system's disk, all data stored on that disk will be lost.

2. Decide Where to Install FreeBSD
If FreeBSD will be the only operating system installed, this step can be skipped. But if FreeBSD will share the

disk with another operating system, decide which disk or partition will be used for FreeBSD.
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Inthe i386 and amd64 architectures, disks can be divided into multiple partitions using one of two partitioning
schemes. A traditional Master Boot Record (MBR) holds a partition table defining up to four primary partitions.
For historical reasons, FreeBSD calls these primary partition slices. One of these primary partitions can be
made into an extended partition containing multiple logical partitions. The GUID Partition Table (GPT) is a newer
and simpler method of partitioning a disk. Common GPT implementations allow up to 128 partitions per disk,
eliminating the need for logical partitions.

The FreeBSD boot loader requires either a primary or GPT partition. If all of the primary or GPT partitions
are already in use, one must be freed for FreeBSD. To create a partition without deleting existing data, use a
partition resizing tool to shrink an existing partition and create a new partition using the freed space.

A variety of free and commercial partition resizing tools are listed at http://en.wikipedia.org/wi-
ki/List_of_disk_partitioning_software. GParted Live (http://gparted.sourceforge.net/livecd.php) is a free live
CD which includes the GParted partition editor. GParted is also included with many other Linux live CD dis-
tributions.

Warning

O When used properly, disk shrinking utilities can safely create space for creating a new
partition. Since the possibility of selecting the wrong partition exists, always backup any
important data and verify the integrity of the backup before modifying disk partitions.

Disk partitions containing different operating systems make it possible to install multiple operating systems
on one computer. An alternative is to use virtualization (Chapter 22, Virtualization) which allows multiple
operating systems to run at the same time without modifying any disk partitions.

3. Collect Network Information

Some FreeBSD installation methods require a network connection in order to download the installation files.
After any installation, the installer will offer to setup the system's network interfaces.

If the network has a DHCP server, it can be used to provide automatic network configuration. If DHCP is
not available, the following network information for the system must be obtained from the local network
administrator or Internet service provider:

1. IP address

. Subnet mask

N

3. IP address of default gateway

4, Domain name of the network

5. IP addresses of the network's DNS servers
4.  Check for FreeBSD Errata

Although the FreeBSD Project strives to ensure that each release of FreeBSD is as stable as possible, bugs oc-
casionally creep into the process. On very rare occasions those bugs affect the installation process. As these
problems are discovered and fixed, they are noted in the FreeBSD Errata (https://www.freebsd.org/releas-
es/12.1R/errata.html) on the FreeBSD web site. Check the errata before installing to make sure that there are
no problems that might affect the installation.

Information and errata for all the releases can be found on the release information section of the FreeBSD
web site (https://www.freebsd.org/releases/index.html).

15


http://en.wikipedia.org/wiki/List_of_disk_partitioning_software
http://en.wikipedia.org/wiki/List_of_disk_partitioning_software
http://gparted.sourceforge.net/livecd.php
https://www.FreeBSD.org/releases/12.1R/errata.html
https://www.FreeBSD.org/releases/12.1R/errata.html
https://www.FreeBSD.org/releases/index.html

Prepare the Installation Media

2.3.1. Prepare the Installation Media

The FreeBSD installer is not an application that can be run from within another operating system. Instead, down-
load a FreeBSD installation file, burn it to the media associated with its file type and size (CD, DVD, or USB), and
boot the system to install from the inserted media.

FreeBSD installation files are available at www.freebsd.org/where.html#download. Each installation file's name
includes the release version of FreeBSD, the architecture, and the type of file. For example, to install FreeBSD 12.1
on an amdé4 system from a DVD, download FreeBSD-12. 1-RELEASE-amd64-dvdl.1iso , burn this file to a DVD, and
boot the system with the DVD inserted.

Installation files are available in several formats. The formats vary depending on computer architecture and media
type.

Additional installation files are included for computers that boot with UEFI (Unified Extensible Firmware Inter-
face). The names of these files include the string uefi.

File types:

* -bootonly.iso: This is the smallest installation file as it only contains the installer. A working Internet connec-
tion is required during installation as the installer will download the files it needs to complete the FreeBSD in-
stallation. This file should be burned to a CD using a CD burning application.

« -discl.iso: This file contains all of the files needed to install FreeBSD, its source, and the Ports Collection. It
should be burned to a CD using a CD burning application.

+ -dvdl.iso: This file contains all of the files needed to install FreeBSD, its source, and the Ports Collection. It
also contains a set of popular binary packages for installing a window manager and some applications so that
a complete system can be installed from media without requiring a connection to the Internet. This file should
be burned to a DVD using a DVD burning application.

+ -memstick.img: This file contains all of the files needed to install FreeBSD, its source, and the Ports Collection.
It should be burned to a USB stick using the instructions below.

+ -mini-memstick.img: Like -bootonly.iso, does not include installation files, but downloads them as needed.
A working internet connection is required during installation. Write this file to a USB stick as shown in Sec-
tion 2.3.1.1, “Writing an Image File to USB”.

After downloading the image file, download CHECKSUM.SHA256 from the same directory. Calculate a checksum for
the image file. FreeBSD provides sha256(1) for this, used as sha256 imagefilename. Other operating systems have
similar programs.

Compare the calculated checksum with the one shown in CHECKSUM.SHA256. The checksums must match exactly.
If the checksums do not match, the image file is corrupt and must be downloaded again.

2.3.1.1. Writing an Image File to USB

The *.img file is an image of the complete contents of a memory stick. It cannot be copied to the target device as
a file. Several applications are available for writing the *.img to a USB stick. This section describes two of these
utilities.

Important
A Before proceeding, back up any important data on the USB stick. This procedure will erase
the existing data on the stick.
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Procedure 2.1. Using dd to Write the Image

Warning

O This example uses /dev/da@ as the target device where the image will be written. Be very
careful that the correct device is used as this command will destroy the existing data on the
specified target device.

+  The dd(1) command-line utility is available on BSD, Linux®, and Mac OS® systems. To burn the image using
dd, insert the USB stick and determine its device name. Then, specify the name of the downloaded installation
file and the device name for the USB stick. This example burns the amdé4 installation image to the first USB
device on an existing FreeBSD system.

# dd if=FreeBSD-12.1-RELEASE-amd64-memstick.img  of=/dev/da@ bs=1M conv=sync

If this command fails, verify that the USB stick is not mounted and that the device name is for the disk, not
a partition. Some operating systems might require this command to be run with sudo(8). The dd(1) syntax
varies slightly across different platforms; for example, Mac OS® requires a lower-case bs=1m. Systems like
Linux® might buffer writes. To force all writes to complete, use sync(8).

Procedure 2.2. Using Windows® to Write the Image

Warning
O Be sure to give the correct drive letter as the existing data on the specified drive will be
overwritten and destroyed.

1.  Obtaining Image Writer for Windows®

Image Writer for Windows® is a free application that can correctly write an image file to a memory stick.
Download it from https://sourceforge.net/projects/win32diskimager/ and extract it into a folder.

2. Writing the Image with Image Writer

Double-click the Win32DiskImager icon to start the program. Verify that the drive letter shown under Device
is the drive with the memory stick. Click the folder icon and select the image to be written to the memory
stick. Click [ Save ] to accept the image file name. Verify that everything is correct, and that no folders on
the memory stick are open in other windows. When everything is ready, click [ Write ] to write the image file
to the memory stick.

You are now ready to start installing FreeBSD.

2.4. Starting the Installation

Important
A By default, the installation will not make any changes to the disk(s) before the following

message:

Your changes will now be written to disk. If you
have chosen to overwrite existing data, it will
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Booting on i386™ and amd64

be PERMANENTLY ERASED. Are you sure you want to
commit your changes?

The install can be exited at any time prior to this warning. If there is a concern that something
is incorrectly configured, just turn the computer off before this point and no changes will
be made to the system's disks.

This section describes how to boot the system from the installation media which was prepared using the instruc-
tions in Section 2.3.1, “Prepare the Installation Media”. When using a bootable USB stick, plug in the USB stick
before turning on the computer. When booting from CD or DVD, turn on the computer and insert the media at the
first opportunity. How to configure the system to boot from the inserted media depends upon the architecture.

2.4.1. Booting on i386™ and amd64

These architectures provide a BIOS menu for selecting the boot device. Depending upon the installation media
being used, select the CD/DVD or USB device as the first boot device. Most systems also provide a key for selecting
the boot device during startup without having to enter the BIOS. Typically, the key is either F10, F11, F12, or Escape.

If the computer loads the existing operating system instead of the FreeBSD installer, then either:

1. The installation media was not inserted early enough in the boot process. Leave the media inserted and try
restarting the computer.

2. The BIOS changes were incorrect or not saved. Double-check that the right boot device is selected as the first
boot device.

3. This system is too old to support booting from the chosen media. In this case, the Plop Boot Manager (http://
www.plop.at/en/bootmanagers.html) can be used to boot the system from the selected media.

2.4.2. Booting on PowerPC®

On most machines, holding C on the keyboard during boot will boot from the CD. Otherwise, hold Command+Op-
tion+O+F, or Windows+Alt+O+F on non-Apple® keyboards. At the 0 > prompt, enter

boot cd:,\ppc\loader cd:0

2.4.3. FreeBSD Boot Menu

Once the system boots from the installation media, a menu similar to the following will be displayed:

elcome to FreeBSD

. Boot Multi user [Enterl
. Boot Single user

. Escape to loader prompt
. Reboot

Options:
5. Kernel: default/ (1 of 1)
6. Boot Options

Figure 2.1. FreeBSD Boot Loader Menu
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By default, the menu will wait ten seconds for user input before booting into the FreeBSD installer or, if FreeBSD
is already installed, before booting into FreeBSD. To pause the boot timer in order to review the selections, press
Space. To select an option, press its highlighted number, character, or key. The following options are available.

+ Boot Multi User:This will continue the FreeBSD boot process. If the boot timer has been paused, press 1, upper-
or lower-case B, or Enter.

+ Boot Single User :This mode can be used to fix an existing FreeBSD installation as described in Section 13.2.4.1,
“Single-User Mode”. Press 2 or the upper- or lower-case S to enter this mode.

+ Escape to loader prompt : This will boot the system into a repair prompt that contains a limited number of
low-level commands. This prompt is described in Section 13.2.3, “Stage Three”. Press 3 or Esc to boot into this
prompt.

* Reboot: Reboots the system.
+ Kernel: Loads a different kernel.

 Configure Boot Options:Opens the menu shown in, and described under, Figure 2.2, “FreeBSD Boot Options
Menu”.

1. Back to Main Menu [Backspacel
Z. Load System Defaults

Boot Options:
3. ACPI Support

4. Safe Mode...
5. Single User.
6.

Figure 2.2. FreeBSD Boot Options Menu

The boot options menu is divided into two sections. The first section can be used to either return to the main boot
menu or to reset any toggled options back to their defaults.

The next section is used to toggle the available options to On or 0ff by pressing the option's highlighted number or
character. The system will always boot using the settings for these options until they are modified. Several options
can be toggled using this menu:

* ACPI Support:If the system hangs during boot, try toggling this option to 0ff.
+ Safe Mode: If the system still hangs during boot even with ACPI Support set to Off, try setting this option to On.

+ Single User: Toggle this option to On to fix an existing FreeBSD installation as described in Section 13.2.4.1,
“Single-User Mode”. Once the problem is fixed, set it back to 0ff.

* Verbose: Toggle this option to On to see more detailed messages during the boot process. This can be useful
when troubleshooting a piece of hardware.

After making the needed selections, press 1 or Backspace to return to the main boot menu, then press Enter to
continue booting into FreeBSD. A series of boot messages will appear as FreeBSD carries out its hardware device
probes and loads the installation program. Once the boot is complete, the welcome menu shown in Figure 2.3,
“Welcome Menu” will be displayed.
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Using bsdinstall

FreeBSD Installer

Welcome
Welcome to FreeB3D?! Would you
like to begin an installation
or use the live CD7?

RITESTIRE < Shell > <Live CD>

Figure 2.3. Welcome Menu

Press Enter to select the default of [ Install ] to enter the installer. The rest of this chapter describes how to use
this installer. Otherwise, use the right or left arrows or the colorized letter to select the desired menu item. The
[ Shell ] can be used to access a FreeBSD shell in order to use command line utilities to prepare the disks before
installation. The [ Live CD ] option can be used to try out FreeBSD before installing it. The live version is described
in Section 2.11, “Using the Live CD”.

Tip

; To review the boot messages, including the hardware device probe, press the upper- or low-
er-case S and then Enter to access a shell. At the shell prompt, type more /var/run/dmes-
g.boot and use the space bar to scroll through the messages. When finished, type exit to
return to the welcome menu.

2.5. Using bsdinstall

This section shows the order of the bsdinstall menus and the type of information that will be asked before the
system is installed. Use the arrow keys to highlight a menu option, then Space to select or deselect that menu item.
When finished, press Enter to save the selection and move onto the next screen.

2.5.1. Selecting the Keymap Menu

Before starting the process, bsdinstall will load the keymap files as show in Figure 2.4, “Keymap Loading”.
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bsdconf ig

keymap
Looking for keymap files... ]

Figure 2.4. Keymap Loading

After the keymaps have been loaded bsdinstall displays the menu shown in Figure 2.5, “Keymap Selection Menu”.
Use the up and down arrows to select the keymap that most closely represents the mapping of the keyboard at-
tached to the system. Press Enter to save the selection.

FreeBSD Installer

Keymap Selection
The system console driver for FreeBSD defaults to standard "US"
keyboard map. Other keymaps can be chosen below.

—»- Test default keymap

( Armenian phonetic layout

( Belarusian Codepage 1131

( Belarusian Codepage 1251

( Belarusian I130-8859-5

( Belgian IS0-B8859-1
(
(
(
(
(

Belgian IS0-8859-1 (accent keys)
Brazilian 275 Codepage 850

Brazilian 275 IS0-8859-1

Brazilian 275 I50-8859-1 (accent keys)
Bulgarian BDS

'
i
'
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i
'
i
i
i

+*

<Se lect ] <Cancel>

[Press arrows, TAB or ENTERI]

Figure 2.5. Keymap Selection Menu

Note

Pressing Esc will exit this menu and use the default keymap. If the choice of keymap is not
clear, United States of America ISO-8859-1 is also a safe option.

In addition, when selecting a different keymap, the user can try the keymap and ensure it is correct before pro-
ceeding as shown in Figure 2.6, “Keymap Testing Menu”.
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Setting the Hostname

FreeBSD Installer

Test es.acc.kbd keymap
Test the keymap by typing letters, numbers, and symbols. Characters
should match labels on the keyboard keys. Press Enter to stop testing.

ltest the keyboardl]

Figure 2.6. Keymap Testing Menu

2.5.2. Setting the Hostname

The next bsdinstall menu is used to set the hostname for the newly installed system.

FreeBSD Installer

Set Hostname
Please choose a hostname for this machine.

If you are running on a managed network, please
ask your network administrator for an appropriate
name .

imachine3.example.conl]
+

Figure 2.7. Setting the Hostname

Type in a hostname that is unique for the network. It should be a fully-qualified hostname, such as machine3.ex-
ample.com.

2.5.3. Selecting Components to Install

Next, bsdinstall will prompt to select optional components to install.
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FreeBSD Installer

Distribution Select
Choosze optional system components to install:

[T Base system (Debugging)

kernel-dby  Kernel (Debugging)

x]

1 1ib32-dbg 32-bit compatibility libraries (Debugging)
=] 1ib32 3Z2-bit compatibility libraries
1
1
1

Forts tree
System source tree
Test suite

Figure 2.8. Selecting Components to Install

Deciding which components to install will depend largely on the intended use of the system and the amount of
disk space available. The FreeBSD kernel and userland, collectively known as the base system, are always installed.
Depending on the architecture, some of these components may not appear:

* base-dbg - Base tools like cat, Is among many others with debug symbols activated.
+ kernel-dbg - Kernel and modules with debug symbols activated.

+ 1ib32-dbg - Compatibility libraries for running 32-bit applications on a 64-bit version of FreeBSD with debug
symbols activated.

+ 1ib32 - Compatibility libraries for running 32-bit applications on a 64-bit version of FreeBSD.

+ ports - The FreeBSD Ports Collection is a collection of files which automates the downloading, compiling and
installation of third-party software packages. Chapter 4, Installing Applications: Packages and Ports discusses how
to use the Ports Collection.

Warning

O The installation program does not check for adequate disk space. Select this option only if
sufficient hard disk space is available. The FreeBSD Ports Collection takes up about 500 MB
of disk space.

+ src - The complete FreeBSD source code for both the kernel and the userland. Although not required for the
majority of applications, it may be required to build device drivers, kernel modules, or some applications from
the Ports Collection. It is also used for developing FreeBSD itself. The full source tree requires 1 GB of disk space
and recompiling the entire FreeBSD system requires an additional 5 GB of space.

* tests - FreeBSD Test Suite.

2.5.4. Installing from the Network

The menu shown in Figure 2.9, “Installing from the Network” only appears when installing from a -bootonly.iso
or -mini-memstick.img as this installation media does not hold copies of the installation files. Since the installation
files must be retrieved over a network connection, this menu indicates that the network interface must be config-
ured first. If this menu is shown in any step of the process remember to follow the instructions in Section 2.9.1,
“Configuring Network Interfaces”.
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FreeBSD Installer

Network Installation
Some installation files were not found
on the boot volume. The next few
screens will allow you to configure
networking so that they can be

downloaded from the Intermet.

Figure 2.9. Installing from the Network

2.6. Allocating Disk Space

The next menu is used to determine the method for allocating disk space.

FreeBSD Installer

Partitioning
How would you like to partition your disk?

Auto (UFS)EGuided Disk Setup

Manual Manual Disk Setup (experts)
Shell Open a shell and partition by hand
Auto (ZF5) Guided Root-on-ZF3

<Cancel>

Figure 2.10. Partitioning Choices

bsdinstall gives the user four methods for allocating disk space:
+ Auto (UFS) partitioning automatically sets up the disk partitions using the UFS file system.
+ Manual partitioning allows advanced users to create customized partitions from menu options.

+ Shell opens a shell prompt where advanced users can create customized partitions using command-line utilities
like gpart(8), fdisk(8), and bsdlabel(8).

+ Auto (ZFS) partitioning creates a root-on-ZFS system with optional GELI encryption support for boot environ-
ments.

This section describes what to consider when laying out the disk partitions. It then demonstrates how to use the
different partitioning methods.

2.6.1. Designing the Partition Layout

When laying out file systems, remember that hard drives transfer data faster from the outer tracks to the inner.
Thus, smaller and heavier-accessed file systems should be closer to the outside of the drive, while larger partitions
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like /usr should be placed toward the inner parts of the disk. It is a good idea to create partitions in an order
similar to: /, swap, /var, and /usr.

The size of the /var partition reflects the intended machine's usage. This partition is used to hold mailboxes, log
files, and printer spools. Mailboxes and log files can grow to unexpected sizes depending on the number of users
and how long log files are kept. On average, most users rarely need more than about a gigabyte of free disk space
in /var.

Note

@ Sometimes, a lot of disk space is required in /var/tmp . When new software is installed, the
packaging tools extract a temporary copy of the packages under /var/tmp . Large software
packages, like Firefox or LibreOffice may be tricky to install if there is not enough disk space
under /var/tmp .

The /usr partition holds many of the files which support the system, including the FreeBSD Ports Collection and
system source code. At least 2 gigabytes of space is recommended for this partition.

When selecting partition sizes, keep the space requirements in mind. Running out of space in one partition while
barely using another can be a hassle.

As a rule of thumb, the swap partition should be about double the size of physical memory (RAM). Systems with
minimal RAM may perform better with more swap. Configuring too little swap can lead to inefficiencies in the VM
page scanning code and might create issues later if more memory is added.

On larger systems with multiple SCSI disks or multiple IDE disks operating on different controllers, it is recom-
mended that swap be configured on each drive, up to four drives. The swap partitions should be approximately
the same size. The kernel can handle arbitrary sizes but internal data structures scale to 4 times the largest swap
partition. Keeping the swap partitions near the same size will allow the kernel to optimally stripe swap space across
disks. Large swap sizes are fine, even if swap is not used much. It might be easier to recover from a runaway pro-
gram before being forced to reboot.

By properly partitioning a system, fragmentation introduced in the smaller write heavy partitions will not bleed
over into the mostly read partitions. Keeping the write loaded partitions closer to the disk's edge will increase 1/
0O performance in the partitions where it occurs the most. While 1/0 performance in the larger partitions may be
needed, shifting them more toward the edge of the disk will not lead to a significant performance improvement
over moving /var to the edge.

2.6.2. Guided Partitioning Using UFS

When this method is selected, a menu will display the available disk(s). If multiple disks are connected, choose the
one where FreeBSD is to be installed.
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FreeBSD Installer

Partitioning
Select the disk on which to install FreeBSD.

daof12 6B ATA Hard Disk <UBOX HARDDISK>
adal 10 6B ATA Hard Disk <UBOX HARDDISK>

<Cancel>

Figure 2.11. Selecting from Multiple Disks

Once the disk is selected, the next menu prompts to install to either the entire disk or to create a partition using
free space. If [ Entire Disk ] is chosen, a general partition layout filling the whole disk is automatically created.
Selecting [ Partition ] creates a partition layout from the unused space on the disk.

FreeBSD Installer

Partition
Would you like to use this entire disk
(ada®) for FreeBSD or partition it to
share it with other operating systems?
Using the entire disk will erase any
data currently stored there.

GEIETEIRTE < Fartition >

Figure 2.12. Selecting Entire Disk or Partition

After [ Entire Disk ] is chosen bsdinstall displays a dialog indicating that the disk will be erased.

FreeBSD Installer

Partition
Would Confirmation
(ada® This will erase the disk.
share Are you sure you want to
Using proceed?

< s >R

Figure 2.13. Confirmation
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The next menu shows a list with the partition schemes types. GPT is usually the most appropriate choice for
amdeé4 computers. Older computers that are not compatible with GPT should use MBR. The other partition schemes
are generally used for uncommon or older computers. More information is available in Table 2.1, “Partitioning
Schemes”.

FreeBSD Installer

Partition Scheme
Select a partition scheme for this
volume :

APM Apple Partition Map
BSD Labels
DOS Partitions
Sun UTOCB Partition Table

<Cancel>

Bootable on most xB6 systems and EFI aware ARM64

Figure 2.14. Select Partition Scheme

After the partition layout has been created, review it to ensure it meets the needs of the installation. Selecting
[ Revert ] will reset the partitions to their original values and pressing [ Auto ] will recreate the automatic FreeBSD
partitions. Partitions can also be manually created, modified, or deleted. When the partitioning is correct, select
[ Finish ] to continue with the installation.

FreeBSD Installer

Partition Editor
Please review the disk setup. When complete,
the Finish button.

12 GB GPT
ada®pl b4 kB freebsd-boot
adaB@pz 11 6B freebsd-ufs s
ada@p3 627 MB freebsd-swap none

eI <Delete> <{Modify> <{Revert? < Auto > <Finish>

Y -

Add a new partition

Figure 2.15. Review Created Partitions
Once the disks are configured, the next menu provides the last chance to make changes before the selected drives

are formatted. If changes need to be made, select [ Back] to return to the main partitioning menu. [ Revert & Exit ]
exits the installer without making any changes to the drive. Select [ Commit ] to start the installation process.
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FreeBSD Installer

Partition Editor
Please review the disk setup. When complete, press
the Finish button.

Confirmation
Your changes will now be writtem to disk. If you
have chosen to overwrite existing data, it will
be PERMANENTLY ERASED. Are you sure you want to

commit your changes?

<Revert & Exit» < Back

{Create> <Delete> <Modify> <Revert? < Auto > QPNFEI P

Exit partitioner (will ask whether to save changes)

Figure 2.16. Final Confirmation
To continue with the installation process go to Section 2.7, “Fetching Distribution Files”.

2.6.3. Manual Partitioning

Selecting this method opens the partition editor:

FreeBSD Installer

Partition Editor
Create partitions for FreeBSD. No changes will be
made until you select Finish.

12 GB

MagdTiA] <Delete> <Modify> <Revert?> < Auto > <Finish>

Add a new partition

Figure 2.17. Manually Create Partitions

Highlight the installation drive (ada0 in this example) and select [ Create ] to display a menu of available partition
schemes:

FreeBSD Installer

Partition Scheme
Select a partition scheme for this
volume :

APM Apple Partition Map

BSD BSD Labels

MBR DOS Partitions

UTOCH  Sun UTDCB Partition Table

<Cancel>

Bootable on most xB86 systems and EFI aware ARM64

Figure 2.18. Manually Create Partitions
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GPT is usually the most appropriate choice for amdé4 computers. Older computers that are not compatible with
GPT should use MBR. The other partition schemes are generally used for uncommon or older computers.

Table 2.1. Partitioning Schemes

Abbreviation Description

APM Apple Partition Map, used by PowerPC®.

BSD BSD label without an MBR, sometimes called dangerous-
ly dedicated mode as non-BSD disk utilities may not rec-
ognize it.

GPT GUID Partition Table (http://en.wikipedia.org/wi-
ki/GUID_Partition_Table).

MBR Master Boot Record (http://en.wikipedia.org/wi-
ki/Master_boot_record).

VTOC8 Volume Table Of Contents used by Sun SPARC64 and
UltraSPARC computers.

After the partitioning scheme has been selected and created, select [ Create ] again to create the partitions. The
Tab key is used to move the cursor between fields.

FreeBSD Installer

Partition Editor
Create partitions for FreeBS3D. No changes will be
made un Add Partition

adad) Type: reebsd-ufs
Size: 16GB
Mountpoint:
Label:

< OK > <Options> <{Cancel >

eI <Delete> <{Modify> <{Revert? < Auto > <Finish>

Filesystem type (e.g. freebsd-ufs, freebsd-zfs, freebsd-swap)

Figure 2.19. Manually Create Partitions

A standard FreeBSD GPT installation uses at least three partitions:
+ freebsd-boot - Holds the FreeBSD boot code.

+ freebsd-ufs - A FreeBSD UFS file system.

+ freebsd-zfs - AFreeBSD ZFS file system. More information about ZFS is available in Chapter 20, The Z File System
(zFs).

+ freebsd-swap - FreeBSD swap space.
Refer to gpart(8) for descriptions of the available GPT partition types.

Multiple file system partitions can be created and some people prefer a traditional layout with separate partitions
for /, /var, /tmp, and /usr. See Example 2.1, “Creating Traditional Split File System Partitions” for an example.

The Size may be entered with common abbreviations: K for kilobytes, M for megabytes, or G for gigabytes.
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Manual Partitioning

Tip

@ Proper sector alignment provides the best performance, and making partition sizes even
multiples of 4K bytes helps to ensure alignment on drives with either 512-byte or 4K-byte
sectors. Generally, using partition sizes that are even multiples of 1M or 1G is the easiest way
to make sure every partition starts at an even multiple of 4K. There is one exception: the
freebsd-boot partition should be no larger than 512K due to current boot code limitations.

A Mountpoint is needed if the partition will contain a file system. If only a single UFS partition will be created, the
mountpoint should be /.

The Label is a name by which the partition will be known. Drive names or numbers can change if the drive is con-
nected to a different controller or port, but the partition label does not change. Referring to labels instead of drive
names and partition numbers in files like /etc/fstab makes the system more tolerant to hardware changes. GPT
labels appear in /dev/gpt/ when a disk is attached. Other partitioning schemes have different label capabilities
and their labels appear in different directories in /dev/.

Tip

; Use a unique label on every partition to avoid conflicts from identical labels. A few letters
from the computer's name, use, or location can be added to the label. For instance, use lab-
root or rootfslab for the UFS root partition on the computer named lab.

Example 2.1. Creating Traditional Split File System Partitions

For a traditional partition layout where the /, /var, /tmp, and /usr directories are separate file systems
on their own partitions, create a GPT partitioning scheme, then create the partitions as shown. Partition
sizes shown are typical for a 20G target disk. If more space is available on the target disk, larger swap or
/var partitions may be useful. Labels shown here are prefixed with ex for “example”, but readers should
use other unique label values as described above.

By default, FreeBSD's gptboot expects the first UFS partition to be the / partition.
y p p p

Partition Type Size Mountpoint Label
freebsd-boot 512K
freebsd-ufs 2G / exrootfs
freebsd- swap 4G exswap
freebsd-ufs 2G /var exvarfs
freebsd-ufs 1G /tmp extmpfs
freebsd-ufs accept the default (re-|/usr exusrfs
mainder of the disk)

After the custom partitions have been created, select [ Finish ] to continue with the installation and go to Sec-
tion 2.7, “Fetching Distribution Files”.
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2.6.4. Guided Partitioning Using Root-on-ZFS

This partitioning mode only works with whole disks and will erase the contents of the entire disk. The main ZFS
configuration menu offers a number of options to control the creation of the pool.

FreeBSD Installer

ZF53 Configuration
Conf igure Options:

Proceed with Installation
Pool Type-Disks: stripe: 0 disks
Rescan Devices *

Disk Info *

Pool Hame zroot

Force 4K Sectors? YE3

Encrypt Disks? NO

Fartition Scheme GPT (BIOS)

Swap Size

Mirror Swap?

Encrypt Swap?

T
N
4
E
P
3
M
W

e lect > <Cancel>

Create ZFS boot pool with displayed options

Figure 2.20. ZFS Partitioning Menu

Here is a summary of the options which can be used in this menu:
+ Install - Proceed with the installation with the selected options.

* Pool Type/Disks - Allow to configure the Pool Type and the disk(s) that will constitute the pool. The automatic
ZFS installer currently only supports the creation of a single top level vdev, except in stripe mode. To create
more complex pools, use the instructions in Section 2.6.5, “Shell Mode Partitioning” to create the pool.

* Rescan Devices - Repopulate the list of available disks.

+ Disk Info - Disk Info menu can be used to inspect each disk, including its partition table and various other
information such as the device model number and serial number, if available.

* Pool Name - Establish the name of the pool. The default name is zroot.

+ Force 4K Sectors? - Force the use of 4K sectors. By default, the installer will automatically create partitions
aligned to 4K boundaries and force ZFS to use 4K sectors. This is safe even with 512 byte sector disks, and has
the added benefit of ensuring that pools created on 512 byte disks will be able to have 4K sector disks added in
the future, either as additional storage space or as replacements for failed disks. Press the Enter key to chose
to activate it or not.

« Encrypt Disks? - Encrypting the disks allows the user to encrypt the disks using GELL. More information about
disk encryption is available in Section 18.12.2, “Disk Encryption with geli”. Press the Enter key to chose activate
it or not.

+ Partition Scheme - Allow to choose the partition scheme. GPT is the recommended option in most cases. Press
the Enter key to chose between the different options.

* Swap Size - Establish the amount of swap space.

* Mirror Swap? - Allows the user to mirror the swap between the disks. Be aware, enabling mirror swap will break
crash dumps. Press the Enter key to activate it or not.

 Encrypt Swap? - Allow the user the possibility to encrypt the swap. Encrypts the swap with a temporary key
each time that the system boots and discards it on reboot. Press the Enter key to chose activate it or not. More
information about swap encryption in Section 18.13, “Encrypting Swap”.
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Select T to configure the Pool Type and the disk(s) that will constitute the pool.

FreeBSD Installer

ZFS Configuration
Select Virtual Device type:

mirror Mirror - n—Way Mirroring

raidl® RAID 1+0 - n x 2-Way Mirrors
raidzl BRAID-Z1 - Single Redundant RAID
raidzZ RBAID-ZZ - Double Redundant RAID
raidzd RAID-Z3 - Triple Redundant RAID

<Cancel>
[Press arrows, TAB or ENTERI]

[1+ Disks] Striping provides maximum storage but no redundancy

Figure 2.21. ZFS Pool Type

Here is a summary of the Pool Type which can be selected in this menu:

+ stripe - Striping provides maximum storage of all connected devices, but no redundancy. If just one disk fails
the data on the pool is lost irrevocably.

« mirror - Mirroring stores a complete copy of all data on every disk. Mirroring provides a good read performance
because data is read from all disks in parallel. Write performance is slower as the data must be written to all

disks in the pool. Allows all but one disk to fail. This option requires at least two disks.

¢ raidl@ - Striped mirrors. Provides the best performance, but the least storage. This option needs at least an
even number of disks and a minimum of four disks.

* raidzl - Single Redundant RAID. Allow one disk to fail concurrently. This option needs at least three disks.

* raidz2 - Double Redundant RAID. Allows two disks to fail concurrently. This option needs at least four disks.

* raidz3 - Triple Redundant RAID. Allows three disks to fail concurrently. This option needs at least five disks.
Once a Pool Type has been selected, a list of available disks is displayed, and the user is prompted to select one

or more disks to make up the pool. The configuration is then validated, to ensure enough disks are selected. If not,
select <Change Selection= to return to the list of disks, or <Back> to change the Pool Type.

FreeBSD Installer

ZF3 Configuration

il=]1 ada® UBODX HARDDISK 1.0

i = 1] BOX HARDDISK 1.9
.

< Back >

Figure 2.22. Disk Selection
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FreeBSD Installer

ZF3 Configuration
raidzl: Mot enough disks selected. (2 < 3 minimum)

EChangE Selecti < Cancel

-—[Press arrows, TAB or ENTERI]

Figure 2.23. Invalid Selection

If one or more disks are missing from the list, or if disks were attached after the installer was started, select ~Rescan
Devices to repopulate the list of available disks.

FreeBSD Installer

ZF5 Conf i ion
Probing devices, please wait (this can take a while)... ]

Figure 2.24. Rescan Devices

To avoid accidentally erasing the wrong disk, the = Disk Info menu can be used to inspect each disk, including its
partition table and various other information such as the device model number and serial number, if available.

FreeBSD Installer

ZF5 Configuration
gpart(8) show adal:
=> 34 33554365 adal GPT (16G)
34 1024 1 freebsd-boot (512K)
1058 4194304 Z freebsd-swap (2.06)
4195362 29359037 3 freebsd-zfs (14G)

camcontrol (8) inguiry adal:

camcontrol(8) identify adal:
passl: <VUBDX HARDDISK 1.8> ATA-6 device
passl: 33.300MB-/s transfers (UDMAZ, PIOD 65536bytes)

protocol ATA-ATAPI-6
device model VUBOX HARDDISK

Figure 2.25. Analyzing a Disk
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Select N to configure the Pool Name . Enter the desired name then select <OK> to establish it or <Cancel= to return
to the main menu and leave the default name.

FreeBSD Installer

ZFS Configuration
Please enter a name for your zpool:

lzruntl

<Cancel>

Figure 2.26. Pool Name

Select S to set the amount of swap. Enter the desired amount of swap and then select <OK> to establish it or <Cancel>
to return to the main menu and let the default amount.

FreeBSD Installer

ZFS Configuration
Please enter amount of swap space (SI-Unit suffixes
recommended;: e.g., ‘2g’ for Z Gigabytes):

[ZQI

{Cancel>

Figure 2.27. Swap Amount

Once all options have been set to the desired values, select the >>>Install option at the top of the menu. The installer
then offers a last chance to cancel before the contents of the selected drives are destroyed to create the ZFS pool.

FreeBSD Installer

ZF3 Configuration

Arc you sure you want o

the current contents of the following disks:

ada® adal

- 4 e —m e - 4

{ YES > 1

<0 ]
[Press arrows, TAB or ENTERI]

Figure 2.28. Last Chance
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If GELI disk encryption was enabled, the installer will prompt twice for the passphrase to be used to encrypt the
disks. And after that the initializing of the encryption begins.

FreeBSD Installer

ZF3 Configuration
Enter a strong passphrase, used to protect your encryption keys. You will
be reguired to enter this passphrase each time the system iz booted

- 4 e - e - 4

<Cancel>
—————————————— [Use alpha-numeric, punctwation, TAB or ENTER]-———--—————"—————

Figure 2.29. Disk Encryption Password

FreeBSD Installer

ZF3 Configuration
Initializing encryption on selected disks,

this will take several seconds per disk

Figure 2.30. Initializing Encryption

The installation then proceeds normally. To continue with the installation go to Section 2.7, “Fetching Distribution
Files”.

2.6.5. Shell Mode Partitioning
When creating advanced installations, the bsdinstall partitioning menus may not provide the level of flexibility
required. Advanced users can select the Shell option from the partitioning menu in order to manually partition

the drives, create the file system(s), populate /tmp/bsdinstall etc/fstab , and mount the file systems under /
mnt. Once this is done, type exit to return to bsdinstall and continue the installation.

2.7. Fetching Distribution Files

Installation time will vary depending on the distributions chosen, installation media, and speed of the computer.
A series of messages will indicate the progress.

First, the installer formats the selected disk(s) and initializes the partitions. Next, in the case of a bootonly media
or mini memstick, it downloads the selected components:
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FreeBSD Installer

Fetching Distribution

base.txz [ Done
kernel . txz I Done
1ib32.txz [l 15x
ports.txz [ FPending
src.txz [ Pending
tests.txz [ Pending

Fetching distribution files...

Overall Progress
43

Figure 2.31. Fetching Distribution Files

Next, the integrity of the distribution files is verified to ensure they have not been corrupted during download or
misread from the installation media:

FreeBSD Installer

Checksum Verification

base.txz [ Passed
kernel . txz [ Passed
1ib32.tx=z [In Progress
ports.txz [ Pending
src.txz [ Pending
tests.txz [ Pending

Verifying checksums of selected
distributions.

Overall Progress
32

Figure 2.32. Verifying Distribution Files

Finally, the verified distribution files are extracted to the disk:

FreeBSD Installer

Archive Extraction
Extracting distribution files...

base.txz [
kernel . txz

L
liviz. txz... - [ 27~
ports.txz L Pending

src.txz [ Pending
tests.txz [ Pend ing
Overall Progress:

I 38

26822 files read @ 670.0 filesssec. [1-3 busyrwaitl

Figure 2.33. Extracting Distribution Files

Once all requested distribution files have been extracted, bsdinstall displays the first post-installation configura-
tion screen. The available post-configuration options are described in the next section.
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2.8. Accounts, Time Zone, Services and Hardening
2.8.1. Setting the root Password

First, the root password must be set. While entering the password, the characters being typed are not displayed
on the screen. After the password has been entered, it must be entered again. This helps prevent typing errors.

[FreeBSD Installer

[Please select a password for the system management account (root):
yped characters will not be wisible.

hanging local password for root

ew Password:

[Retype New Password:[]

Figure 2.34. Setting the root Password

2.8.2. Setting the Time Zone

The next series of menus are used to determine the correct local time by selecting the geographic region, country,
and time zone. Setting the time zone allows the system to automatically correct for regional time changes, such as
daylight savings time, and perform other time zone related functions properly.

The example shown here is for a machine located in the mainland time zone of Spain, Europe. The selections will
vary according to the geographical location.

Time Zone Selector
Select a region

Africa

America —-- North and South
Antarctica

fAirctic Ocean

Asia

Atlantic Ocean

Australia

Indian Ocean
Pacific Dcean
uTC

S @ O~ O U N

<Cancel>

Figure 2.35. Select a Region

The appropriate region is selected using the arrow keys and then pressing Enter.
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Countries in Europe
Select a country or region

30 Moldova (Republic of)
Monaco
Montenegro
Netherlands
Norway
Poland
Fortugal
Romania
Russian Federation
San Marino
Serbia
Slovakia
Slovenia
-
Sweden
Switzerland

<Cancel>

Figure 2.36. Select a Country

Select the appropriate country using the arrow keys and press Enter.

Countries in Europe
Select a country or region

30 Moldowa (Republic of)
Monaco
Montenegro
Netherlands
Spain Time Zones
Select a zone which observes the same time as your locality.

[ISpain (mainland)

Z Ceuta, Melilla
3 Canary Islands

<Cancel>

45 Switzerland

< 0K > <Cancel>

Figure 2.37. Select a Time Zone

The appropriate time zone is selected using the arrow keys and pressing Enter.

Countries in Europe
Select a country or region
30 Moldowva (Republic of)
31 Monaco
32 Montenegro
33 HNetherlands

Spain Time Zones
Select a zone which observes the same time as your locality.
Confirmation
Does the abbreviation ‘CET’ look reasonable?

< No >

{Cancel>

45 Switzerland

< 0K > <Cancel>

Figure 2.38. Confirm Time Zone

Confirm the abbreviation for the time zone is correct.
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FreeBSD Installer

Time & Date

Month Year

February ] 2020

Sun Mon Tue Wed Thu Fri Sat
1

Z 3 4 b ? i
9 10 11 13 14 15
16 17 18 20 21 22
23 24 25 o 28 29

<Set Date>

Figure 2.39. Select Date

The appropriate date is selected using the arrow keys and then pressing [ Set Date ]. Otherwise, the date selection
can be skipped by pressing [ Skip ].

FreeBSD Installer

Time & Date

2o <[5 <[

<Set Time>

Figure 2.40. Select Time

The appropriate time is selected using the arrow keys and then pressing [ Set Time ]. Otherwise, the time selection
can be skipped by pressing [ Skip ].

2.8.3. Enabling Services

The next menu is used to configure which system services will be started whenever the system boots. All of these
services are optional. Only start the services that are needed for the system to function.

39



Enabling Hardening Security Options

FreeBSD Installer

System Configuration
Choose the services you would like to be started at boot:

local_unbound@Local caching validating resolver

Secure shell daemon

P3+Z mouse pointer on console

Synchronize system and network time at bootime
Synchronize system and network time

Ad just CPU frequency dynamically if supported
Enable kernel crash dumps to svar-crash

Figure 2.41. Selecting Additional Services to Enable

Here is a summary of the services which can be enabled in this menu:

2.

local unbound - Enable the DNS local unbound. It is necessary to keep in mind that this is the unbound of the
base system and is only meant for use as a local caching forwarding resolver. If the objective is to set up a resolver
for the entire network install dns/unbound.

sshd - The Secure Shell (SSH) daemon is used to remotely access a system over an encrypted connection. Only
enable this service if the system should be available for remote logins.

moused - Enable this service if the mouse will be used from the command-line system console.

ntpdate - Enable the automatic clock synchronization at boot time. The functionality of this program is now
available in the ntpd(8) daemon. After a suitable period of mourning, the ntpdate(8) utility will be retired.

ntpd - The Network Time Protocol (NTP) daemon for automatic clock synchronization. Enable this service if
there is a Windows®, Kerberos, or LDAP server on the network.

powerd - System power control utility for power control and energy saving.

dumpdev - Enabling crash dumps is useful in debugging issues with the system, so users are encouraged to enable
crash dumps.

8.4. Enabling Hardening Security Options

The next menu is used to configure which security options will be enabled. All of these options are optional. But
their use is encouraged.

Choose system security hardening options:

FreeBSD Installer

System Hardening 1

[ ide processes running as other users|
1 1 hide_gids Hide processes running as other groups
1 2 hide_jail Hide processes running in jails
1 3 read_msgbuf Disable reading kernel message buffer for unprivil
1 4 proc_debug Disable process debugging facilities for unprivile
1 5 random_pid Randomize the PID of newly created processes
1 6 clear_tmp Clean the ~tmp filesystem on system startup
1 ? disable_suyslogd Disable opening Syslogd network socket (disables r
18 dizsable_sendmailDisahle Sendmail serwvice
1 9 secure_console Enable console password prompt
1 160 disable ddtraceDisallow DTrace destructive-mode

Figure 2.42. Selecting Hardening Security Options
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Here is a summary of the options which can be enabled in this menu:

+ hide_uids - Hide processes running as other users to prevent the unprivileged users to see other running
processes in execution by other users (UID) preventing information leakage.

+ hide gids - Hide processes running as other groups to prevent the unprivileged users to see other running
processes in execution by other groups (GID) preventing information leakage.

+ hide jail - Hide processes running in jails to prevent the unprivileged users to see processes running inside
the jails.

* read msgbuf - Disabling reading kernel message buffer for unprivileged users prevent from using dmesg(8) to
view messages from the kernel's log buffer.

+ proc_debug - Disabling process debugging facilities for unprivileged users disables a variety of unprivileged in-
ter-process debugging services, including some procfs functionality, ptrace(), and ktrace(). Please note that this
will also prevent debugging tools, for instance 1ldb(1), truss(1), procstat(1), as well as some built-in debugging
facilities in certain scripting language like PHP, etc., from working for unprivileged users.

+ random_pid - Randomize the PID of newly created processes.
« clear_tmp - Clean /tmp when the system starts up.

+ disable syslogd - Disable opening syslogd network socket. By default FreeBSD runs syslogd in a secure way with
-s. That prevents the daemon from listening for incoming UDP requests at port 514. With this option enabled
syslogd will run with the flag -ss which prevents syslogd from opening any port. To get more information
consult syslogd(8).

+ disable sendmail - Disable the sendmail mail transport agent.

+ secure_console - When this option is enabled, the prompt requests the root password when entering sin-
gle-user mode.

+ disable_ddtrace - DTrace can run in a mode that will actually affect the running kernel. Destructive actions
may not be used unless they have been explicitly enabled. To enable this option when using DTrace use -w. To
get more information consult dtrace(1).

2.8.5. Add Users

The next menu prompts to create at least one user account. It is recommended to login to the system using a user
account rather than as root. When logged in as root, there are essentially no limits or protection on what can be
done. Logging in as a normal user is safer and more secure.

Select [ Yes ] to add new users.

FreeBSD Installer

Add User ficcounts
Would you like to add
users to the installed
system now?

< es >IIRETTE

Figure 2.43. Add User Accounts
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Add Users

Follow the prompts and input the requested information for the user account. The example shown in Figure 2.44,
“Enter User Information” creates the asample user account.

[FreeBSD Installer
fidd Users

sername: asample
Full wname: Arthur Sample

id (Leave empty for default):
Login group [asamplel:
Login group iz asample. Invite asample into other groups? [1: wheel
Login class [defaultl:
[Shell (sh csh tesh nologin) [shl: esh

ome directory [shomesasamplel:

ome directory permissions (Leave empty for default):

se password-based authentication? [yes]:

se an empty password? (yessno) [nol:

se a random password? (yessno) [nol:

[Enter password:

[Enter password again:

Lock out the account after creation? [nol: Ji

Figure 2.44. Enter User Information

Here is a summary of the information to input:

* Username - The name the user will enter to log in. A common convention is to use the first letter of the first
name combined with the last name, as long as each username is unique for the system. The username is case
sensitive and should not contain any spaces.

¢« Full name - The user's full name. This can contain spaces and is used as a description for the user account.
* Uid - User ID. Typically, this is left blank so the system will assign a value.
* Login group - The user's group. Typically this is left blank to accept the default.

+ Invite user into other groups? - Additional groups to which the user will be added as a member. If the user
needs administrative access, type wheel here.

¢ Login class - Typically left blank for the default.

¢ Shell - Type in one of the listed values to set the interactive shell for the user. Refer to Section 3.9, “Shells” for
more information about shells.

+ Home directory - The user's home directory. The default is usually correct.
 Home directory permissions - Permissions on the user's home directory. The default is usually correct.

+ Use password-based authentication? - Typically yes so that the user is prompted to input their password
at login.

* Use an empty password? - Typically no as it is insecure to have a blank password.

+ Use a random password? - Typically no so that the user can set their own password in the next prompt.
* Enter password - The password for this user. Characters typed will not show on the screen.

 Enter password again - The password must be typed again for verification.

* Lock out the account after creation? - Typically no so that the user can login.

After entering everything, a summary is shown for review. If a mistake was made, enter no and try again. If every-
thing is correct, enter yes to create the new user.
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Login group [asamplel:
Login group is asample. Invite asample into other groups? [1: wheel
Login class [defaultl:
IShell (sh csh tesh nologin) [shl: esh
ome directory [shomesasamplel:
ome directory permissions (Leave empty for default):
se password-based authewtication? [yes]:
se an empty password? (yess/no) [nol:
se a random password? (yessno) [nol:
[Enter password:
[Enter password again:
out the account after creation? [nol:
: asample
Toseaan
: Arthur Sample
: 1eel

: asample wheel
: shomesasample

: sbinscsh

I no
DK? (yessnold: yes
dduser: INFO: Successfully added (asample) to the user database.
Add another user? (yes/no)d:

Figure 2.45. Exit User and Group Management

If there are more users to add, answer the Add another user? question with yes. Enter no to finish adding users
and continue the installation.

For more information on adding users and user management, see Section 3.3, “Users and Basic Account Manage-
ment”.

2.8.6. Final Configuration

After everything has been installed and configured, a final chance is provided to modify settings.

FreeBSD Installer

Final Configuration
Setup of your FreeB3D system is nearly complete. You can now modify
your configuration choices. After this screen, you will have an
opportunity to make more complex changes using a shell.

Apply configuration and exit installer|

Add User Add a user to the system
Root Password Change root password
Hostname Set system hostname
Network Networking configuration

Services Set daemons to run on startup

Sustem Hardening Set security options

Time Zone Set system timezone

Handbook Install FreeB3D Handbook (requires network)

Figure 2.46. Final Configuration

Use this menu to make any changes or do any additional configuration before completing the installation.
¢+ Add User - Described in Section 2.8.5, “Add Users”.

+ Root Password - Described in Section 2.8.1, “Setting the root Password”.

¢ Hostname - Described in Section 2.5.2, “Setting the Hostname”.

* Network - Described in Section 2.9.1, “Configuring Network Interfaces”.

+ Services - Described in Section 2.8.3, “Enabling Services”.

+ System Hardening - Described in Section 2.8.4, “Enabling Hardening Security Options”.

43



Final Configuration

+ Time Zone - Described in Section 2.8.2, “Setting the Time Zone”.
+ Handbook - Download and install the FreeBSD Handbook.
After any final configuration is complete, select Exit.

FreeBSD Installer

Manual Configuration
The installation is now finished.
Before exiting the installer. would i
you like to open a shell in the new i
system to make any final manual

modifications?

< les | No >

Figure 2.47. Manual Configuration

bsdinstall will prompt if there are any additional configuration that needs to be done before rebooting into the new
system. Select [ Yes ] to exit to a shell within the new system or [No] to proceed to the last step of the installation.

FreeBSD Installer

Complete
Installation of FreeBSD
completet Would you like
to reboot into the

installed system now?

GRATIIEE <Live CD>

Figure 2.48. Complete the Installation

If further configuration or special setup is needed, select [ Live CD ] to boot the install media into Live CD mode.

If the installation is complete, select [ Reboot ] to reboot the computer and start the new FreeBSD system. Do not
forget to remove the FreeBSD install media or the computer may boot from it again.

As FreeBSD boots, informational messages are displayed. After the system finishes booting, a login prompt is dis-
played. At the login: prompt, enter the username added during the installation. Avoid logging in as root. Refer
to Section 3.3.1.3, “The Superuser Account” for instructions on how to become the superuser when administrative
access is needed.

The messages that appeared during boot can be reviewed by pressing Scroll-Lock to turn on the scroll-back buffer.
The PgUp, PgDn, and arrow keys can be used to scroll back through the messages. When finished, press Scroll-
Lock again to unlock the display and return to the console. To review these messages once the system has been
up for some time, type less /var/run/dmesg.boot from a command prompt. Press q to return to the command
line after viewing.
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If sshd was enabled in Figure 2.41, “Selecting Additional Services to Enable”, the first boot may be a bit slower as
the system will generate the RSA and DSA keys. Subsequent boots will be faster. The fingerprints of the keys will
be displayed, as seen in this example:

Refer to Section 14.8, “OpenSSH” for more information about fingerprints and SSH.

FreeBSD does not install a graphical environment by default. Refer to Chapter 5, The X Window System for more
information about installing and configuring a graphical window manager.

Proper shutdown of a FreeBSD computer helps protect data and hardware from damage. Do not turn off the power
before the system has been properly shut down! If the user is a member of the wheel group, become the superuser by

typing su at the command line and entering the root password. Then, type shutdown -p now and the system will
shut down cleanly, and if the hardware supports it, turn itself off.

2.9. Network Interfaces
2.9.1. Configuring Network Interfaces

Next, a list of the network interfaces found on the computer is shown. Select the interface to configure.
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FreeBSD Installer

Network Configuration
Pleaze select a network interface to configure:

l Em@MIntel (R) PRO-1000 Hetwork Connection

<Cancel>

Figure 2.49. Choose a Network Interface

If an Ethernet interface is selected, the installer will skip ahead to the menu shown in Figure 2.53, “Choose 1Pv4
Networking”. If a wireless network interface is chosen, the system will instead scan for wireless access points:

FreeBSD Installer

Scanning
Waiting 5 seconds to scan for
wireless networks...

I -

<Cancel>

Figure 2.50. Scanning for Wireless Access Points

Wireless networks are identified by a Service Set Identifier (SSID), a short, unique name given to each network.
SSIDs found during the scan are listed, followed by a description of the encryption types available for that network.
If the desired SSID does not appear in the list, select [ Rescan ] to scan again. If the desired network still does
not appear, check for problems with antenna connections or try moving the computer closer to the access point.
Rescan after each change is made.
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FreeBSD Installer

Network Selection
Select a wireless metwork to connect to.

Gif tshop [WEP1LESS1]

penguin [WPA-PSK-TKIP+CCMP1[WPAZ-PSK-TKIP+CCMP1L[ESS1]
Krocogatorz [WPA-PSK-TKIP 1[WPAZ-PSK-TKIP-preauthl[ESS]
MostlyHarmless [ESS]

randommet [WPA-PSK-TKIP+CCHMP 1 [WPAZ-PSK-TKIP+CCHMP 1[ESS1]
Otherwise [ESS1]

izampleoffice [WPAZ-PSK-CCMP1LESS]

YetAnother [WEPILESS]

<Rescan> <Cancel>

Figure 2.51. Choosing a Wireless Network

Next, enter the encryption information for connecting to the selected wireless network. WPA2 encryption is
strongly recommended as older encryption types, like WEP, offer little security. If the network uses WPA2, input
the password, also known as the Pre-Shared Key (PSK). For security reasons, the characters typed into the input

box are displayed as asterisks.

FreeBSD Installer

WPA Setup

i831ID

Passuord

+

<Cancel>

Figure 2.52. WPA2 Setup
Next, choose whether or not an IPv4 address should be configured on the Ethernet or wireless interface:

FreeBSD Installer

Network Configuration
Would you like to

conf igure IFv4 for this
interface?

A < he >

Figure 2.53. Choose IPv4 Networking
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There are two methods of IPv4 configuration. DHCP will automatically configure the network interface correctly
and should be used if the network provides a DHCP server. Otherwise, the addressing information needs to be input
manually as a static configuration.

Note

@ Do not enter random network information as it will not work. If a DHCP server is not avail-
able, obtain the information listed in Required Network Information from the network ad-
ministrator or Internet service provider.

If a DHCP server is available, select [ Yes ] in the next menu to automatically configure the network interface. The
installer will appear to pause for a minute or so as it finds the DHCP server and obtains the addressing information
for the system.

FreeBSD Installer

Network Configuration
Would you like to use
DHCP to configure this
interface?

A < e >

Figure 2.54. Choose IPv4 DHCP Configuration
If a DHCP server is not available, select [No ] and input the following addressing information in this menu:

FreeBSD Installer

Network Configuration
Static Metwork Interface Configuration |

i IP Address 192.0.2.142
iSubnet Mask 255.255.255.0
iDefault Router 192.0.2.1

+

<Cancel>

Figure 2.55. IPv4 Static Configuration

+ IP Address - The IPv4 address assigned to this computer. The address must be unique and not already in use
by another piece of equipment on the local network.

+ Subnet Mask - The subnet mask for the network.
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+ Default Router - The IP address of the network's default gateway.

The next screen will ask if the interface should be configured for IPv6. If IPv6 is available and desired, choose [ Yes ]
to select it.

FreeBSD Installer

Network Configuration
Would you like to

conf igure IPub for this
interface?

AT < he >

Figure 2.56. Choose IPv6 Networking

IPv6 also has two methods of configuration. StateLess Address AutoConfiguration (SLAAC) will automatically re-
quest the correct configuration information from a local router. Refer to rfc4862 for more information. Static con-
figuration requires manual entry of network information.

If an IPv6 router is available, select [ Yes ] in the next menu to automatically configure the network interface. The
installer will appear to pause for a minute or so as it finds the router and obtains the addressing information for
the system.

FreeBSD Installer

Network Configuration
Would you like to try
stateless address
autoconf iguration
(SLARC)?

AT < ne >

Figure 2.57. Choose IPv6 SLAAC Configuration

If an IPv6 router is not available, select [ No ] and input the following addressing information in this menu:
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FreeBSD Installer

Network Configuration
Static IPuvb Network Interface Configuration

iIPv6 Address 2001 :db8:4672:6565:2026:5043:2d42:5344-64
iDefanlt Router =Z{eJoiiiiy

+

<Cancel>

Figure 2.58. IPv6 Static Configuration

« IPv6 Address - The IPv6 address assigned to this computer. The address must be unique and not already in use
by another piece of equipment on the local network.

+ Default Router - The IPv6 address of the network's default gateway.

The last network configuration menu is used to configure the Domain Name System (DNS) resolver, which converts
hostnames to and from network addresses. If DHCP or SLAAC was used to autoconfigure the network interface,
the Resolver Configuration values may already be filled in. Otherwise, enter the local network's domain name
in the Search field. DNS #1 and DNS #2 are the IPv4 and/or IPv6 addresses of the DNS servers. At least one DNS
server is required.

FreeBSD Installer

Network Configuration
Resolver Configuration

iSearch example.com

i IPv6 DN3 Z2001:db8:35::
i1Pub DNS

i1Puv4 DNS

iIPv4 DN3

+

{Cancel>

Figure 2.59. DNS Configuration
Once the interface is configured, select a mirror site that is located in the same region of the world as the computer

on which FreeBSD is being installed. Files can be retrieved more quickly when the mirror is close to the target
computer, reducing installation time.
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Mirror Selection
Please select the site closest to you or "other" if you’d like
to specify a different choice. Also note that not every site
listed here carries more than the base distribution kits. Only
Primary sites are guaranteed to carry the full range of
possible distributions. Select a site that’'s close!

ftp://ftp.freebsd.org

fitp:srssnapshots. jp.frecbsd org  Snapshots Server Japan

ftp:sr snapshots.se.freebsd.ory Snapshots Server Sweden

H

i

i

i ftp:s-ftp.freebsd.org IPvb Main Site
i ftp: /ftp3.ie.freebsd.ory IPuvb Ireland

i ftp:ssftp.il.freebsd.org IPub Israel

i ftp:r ftpZ. jp.freebsd.oryg IPub Japan

i ftp:s-fitpd.se.freebsd.ory IPuvb Sweden

i ftp:rsftpd.us.freebsd.ory IPvb USA

i ftp://ftpZ. . tr.freebsd.ory IPub Turkey

i ftp:r ftpl. freebsd.oryg Primary

+ 7

<Other > <Cancel>

)

Figure 2.60. Choosing a Mirror

2.10. Troubleshooting

This section covers basic installation troubleshooting, such as common problems people have reported.

Check the Hardware Notes (https://www.freebsd.org/releases/index.html) document for the version of FreeBSD
to make sure the hardware is supported. If the hardware is supported and lock-ups or other problems occur, build
a custom kernel using the instructions in Chapter 8, Configuring the FreeBSD Kernel to add support for devices which
are not present in the GENERIC kernel. The default kernel assumes that most hardware devices are in their factory
default configuration in terms of IRQs, I/0 addresses, and DMA channels. If the hardware has been reconfigured,
a custom kernel configuration file can tell FreeBSD where to find things.

Note

S Some installation problems can be avoided or alleviated by updating the firmware on vari-
ous hardware components, most notably the motherboard. Motherboard firmware is usually
referred to as the BIOS. Most motherboard and computer manufacturers have a website for
upgrades and upgrade information.

Manufacturers generally advise against upgrading the motherboard BIOS unless there is a
good reason for doing so, like a critical update. The upgrade process can go wrong, leaving
the BIOS incomplete and the computer inoperative.

If the system hangs while probing hardware during boot, or it behaves strangely during install, ACPI may be the
culprit. FreeBSD makes extensive use of the system ACPI service on the 386 and amdé4 platforms to aid in system
configuration if it is detected during boot. Unfortunately, some bugs still exist in both the ACPI driver and within
system motherboards and BIOS firmware. ACPI can be disabled by setting the hint.acpi.0.disabled hint in the
third stage boot loader:

set hint.acpi.0.disabled="1"

This is reset each time the system is booted, so it is necessary to add hint.acpi.0.disabled="1" to the file /boot/
loader.conf . More information about the boot loader can be found in Section 13.1, “Synopsis”.
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Using the Live CD

2.11. Using the Live CD

The welcome menu of bsdinstall, shown in Figure 2.3, “Welcome Menu”, provides a [ Live CD ] option. This is useful
for those who are still wondering whether FreeBSD is the right operating system for them and want to test some
of the features before installing.

The following points should be noted before using the [ Live CD J:
+ To gain access to the system, authentication is required. The username is root and the password is blank.

+ As the system runs directly from the installation media, performance will be significantly slower than that of
a system installed on a hard disk.

+ This option only provides a command prompt and not a graphical interface.
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3.1. Synopsis

This chapter covers the basic commands and functionality of the FreeBSD operating system. Much of this material
is relevant for any UNIX®-like operating system. New FreeBSD users are encouraged to read through this chapter
carefully.

After reading this chapter, you will know:

+ How to use and configure virtual consoles.

+ How to create and manage users and groups on FreeBSD.
« How UNIX® file permissions and FreeBSD file flags work.
¢ The default FreeBSD file system layout.

+ The FreeBSD disk organization.

* How to mount and unmount file systems.

+ What processes, daemons, and signals are.

+ What a shell is, and how to change the default login environment.
+ How to use basic text editors.

+ What devices and device nodes are.

+ How to read manual pages for more information.

3.2. Virtual Consoles and Terminals

Unless FreeBSD has been configured to automatically start a graphical environment during startup, the system
will boot into a command line login prompt, as seen in this example:

FreeBSD/amd64 (pc3.example.org) (ttyv0)
login:

The first line contains some information about the system. The amd64 indicates that the system in this example
is running a 64-bit version of FreeBSD. The hostname is pc3.example.org, and ttyvO indicates that this is the
“system console”. The second line is the login prompt.

Since FreeBSD is a multiuser system, it needs some way to distinguish between different users. This is accomplished
by requiring every user to log into the system before gaining access to the programs on the system. Every user has
a unique name “username” and a personal “password”.

To log into the system console, type the username that was configured during system installation, as described
in Section 2.8.5, “Add Users”, and press Enter. Then enter the password associated with the username and press
Enter. The password is not echoed for security reasons.

Once the correct password is input, the message of the day (MOTD) will be displayed followed by a command
prompt. Depending upon the shell that was selected when the user was created, this prompt will be a #, $, or %
character. The prompt indicates that the user is now logged into the FreeBSD system console and ready to try the
available commands.



Virtual Consoles

3.2.1. Virtual Consoles

While the system console can be used to interact with the system, a user working from the command line at the
keyboard of a FreeBSD system will typically instead log into a virtual console. This is because system messages are
configured by default to display on the system console. These messages will appear over the command or file that
the user is working on, making it difficult to concentrate on the work at hand.

By default, FreeBSD is configured to provide several virtual consoles for inputting commands. Each virtual console
has its own login prompt and shell and it is easy to switch between virtual consoles. This essentially provides the
command line equivalent of having several windows open at the same time in a graphical environment.

The key combinations Alt+F1 through Alt+F8 have been reserved by FreeBSD for switching between virtual con-
soles. Use Alt+F1 to switch to the system console (ttyve), Alt+F2 to access the first virtual console (ttyv1), Alt+F3
to access the second virtual console (ttyv2), and so on. When using Xorg as a graphical console, the combination
becomes Ctrl+Alt+F1 to return to a text-based virtual console.

When switching from one console to the next, FreeBSD manages the screen output. The result is an illusion of hav-
ing multiple virtual screens and keyboards that can be used to type commands for FreeBSD to run. The programs
that are launched in one virtual console do not stop running when the user switches to a different virtual console.

Refer to kbdcontrol(1), vidcontrol(1), atkbd(4), syscons(4), and vt(4) for a more technical description of the FreeBSD
console and its keyboard drivers.

In FreeBSD, the number of available virtual consoles is configured in this section of /etc/ttys :

# name getty type status comments
#

ttyvo "/usr/libexec/getty Pc" xterm on secure
# Virtual terminals

ttyvl "/usr/libexec/getty Pc" xterm on secure
ttyv2 "/usr/libexec/getty Pc" xterm on secure
ttyv3 "/usr/libexec/getty Pc" xterm on secure
ttyv4d "/usr/libexec/getty Pc" xterm on secure
ttyvs "/usr/libexec/getty Pc" xterm on secure
ttyv6b "/usr/libexec/getty Pc" xterm on secure
ttyv7 "/usr/libexec/getty Pc" xterm on secure

ttyv8 "/usr/X11R6/bin/xdm -nodaemon" xterm off secure

To disable a virtual console, put a comment symbol (#) at the beginning of the line representing that virtual console.
For example, to reduce the number of available virtual consoles from eight to four, put a # in front of the last
four lines representing virtual consoles ttyv5 through ttyv8. Do not comment out the line for the system console
ttyv0. Note that the last virtual console (ttyv8) is used to access the graphical environment if Xorg has been
installed and configured as described in Chapter 5, The X Window System.

For a detailed description of every column in this file and the available options for the virtual consoles, refer to
ttys(5).

3.2.2. Single User Mode

The FreeBSD boot menu provides an option labelled as “Boot Single User”. If this option is selected, the system will
boot into a special mode known as “single user mode”. This mode is typically used to repair a system that will not
boot or to reset the root password when it is not known. While in single user mode, networking and other virtual
consoles are not available. However, full root access to the system is available, and by default, the root password
is not needed. For these reasons, physical access to the keyboard is needed to boot into this mode and determining
who has physical access to the keyboard is something to consider when securing a FreeBSD system.

The settings which control single user mode are found in this section of /etc/ttys :
# name getty type status comments

#
# If console is marked "insecure", then init will ask for the root password
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# when going to single-user mode.
console none unknown off secure

By default, the status is set to secure. This assumes that who has physical access to the keyboard is either not
important or it is controlled by a physical security policy. If this setting is changed to insecure, the assumption
is that the environment itself is insecure because anyone can access the keyboard. When this line is changed to
insecure, FreeBSD will prompt for the root password when a user selects to boot into single user mode.

Note

@ Be careful when changing this setting to insecure! If the root password is forgotten, booting
into single user mode is still possible, but may be difficult for someone who is not familiar
with the FreeBSD booting process.

3.2.3. Changing Console Video Modes

The FreeBSD console default video mode may be adjusted to 1024x768, 1280x1024, or any other size supported by
the graphics chip and monitor. To use a different video mode load the VESA module:

# kldload vesa

To determine which video modes are supported by the hardware, use vidcontrol(1). To get a list of supported video
modes issue the following:

# vidcontrol -i mode

The output of this command lists the video modes that are supported by the hardware. To select a new video mode,
specify the mode using vidcontrol(1) as the root user:

# vidcontrol MODE_279

If the new video mode is acceptable, it can be permanently set on boot by adding it to /etc/rc.conf :

allscreens flags="MODE 279"

3.3. Users and Basic Account Management

FreeBSD allows multiple users to use the computer at the same time. While only one user can sit in front of the
screen and use the keyboard at any one time, any number of users can log in to the system through the network.
To use the system, each user should have their own user account.

This chapter describes:

+ The different types of user accounts on a FreeBSD system.

+ How to add, remove, and modify user accounts.

* How to set limits to control the resources that users and groups are allowed to access.

+ How to create groups and add users as members of a group.

3.3.1. Account Types

Since all access to the FreeBSD system is achieved using accounts and all processes are run by users, user and
account management is important.

There are three main types of accounts: system accounts, user accounts, and the superuser account.
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3.3.1.1. System Accounts

System accounts are used to run services such as DNS, mail, and web servers. The reason for this is security; if all
services ran as the superuser, they could act without restriction.

Examples of system accounts are daemon, operator, bind, news, and www.

Warning

O Care must be taken when using the operator group, as unintended superuser-like access priv-
ileges may be granted, including but not limited to shutdown, reboot, and access to all items
in /dev in the group.

nobody is the generic unprivileged system account. However, the more services that use nobody, the more files and
processes that user will become associated with, and hence the more privileged that user becomes.

3.3.1.2. User Accounts

User accounts are assigned to real people and are used to log in and use the system. Every person accessing the
system should have a unique user account. This allows the administrator to find out who is doing what and prevents
users from clobbering the settings of other users.

Each user can set up their own environment to accommodate their use of the system, by configuring their default
shell, editor, key bindings, and language settings.

Every user account on a FreeBSD system has certain information associated with it:

User name
The user name is typed at the login: prompt. Each user must have a unique user name. There are a number of
rules for creating valid user names which are documented in passwd(5). It is recommended to use user names
that consist of eight or fewer, all lower case characters in order to maintain backwards compatibility with
applications.

Password
Each account has an associated password.

User ID (UID)
The User ID (UID) is a number used to uniquely identify the user to the FreeBSD system. Commands that allow
a user name to be specified will first convert it to the UID. It is recommended to use a UID less than 65535,
since higher values may cause compatibility issues with some software.

Group ID (GID)
The Group ID (GID) is a number used to uniquely identify the primary group that the user belongs to. Groups
are a mechanism for controlling access to resources based on a user's GID rather than their UID. This can
significantly reduce the size of some configuration files and allows users to be members of more than one
group. It is recommended to use a GID of 65535 or lower as higher GIDs may break some software.

Login class
Login classes are an extension to the group mechanism that provide additional flexibility when tailoring the
system to different users. Login classes are discussed further in Section 14.13.1, “Configuring Login Classes”.

Password change time
By default, passwords do not expire. However, password expiration can be enabled on a per-user basis, forcing
some or all users to change their passwords after a certain amount of time has elapsed.
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Account expiration time
By default, FreeBSD does not expire accounts. When creating accounts that need a limited lifespan, such as
student accounts in a school, specify the account expiry date using pw(8). After the expiry time has elapsed,
the account cannot be used to log in to the system, although the account's directories and files will remain.

User's full name
The user name uniquely identifies the account to FreeBSD, but does not necessarily reflect the user's real
name. Similar to a comment, this information can contain spaces, uppercase characters, and be more than
8 characters long.

Home directory
The home directory is the full path to a directory on the system. This is the user's starting directory when the
user logs in. A common convention is to put all user home directories under /home/username or /usr/home/
username. Each user stores their personal files and subdirectories in their own home directory.

User shell
The shell provides the user's default environment for interacting with the system. There are many different
kinds of shells and experienced users will have their own preferences, which can be reflected in their account
settings.

3.3.1.3. The Superuser Account

The superuser account, usually called root, is used to manage the system with no limitations on privileges. For
this reason, it should not be used for day-to-day tasks like sending and receiving mail, general exploration of the
system, or programming.

The superuser, unlike other user accounts, can operate without limits, and misuse of the superuser account may
result in spectacular disasters. User accounts are unable to destroy the operating system by mistake, so it is rec-
ommended to login as a user account and to only become the superuser when a command requires extra privilege.

Always double and triple-check any commands issued as the superuser, since an extra space or missing character
can mean irreparable data loss.

There are several ways to gain superuser privilege. While one can log in as root, this is highly discouraged.

Instead, use su(1) to become the superuser. If - is specified when running this command, the user will also inherit
the root user's environment. The user running this command must be in the wheel group or else the command
will fail. The user must also know the password for the root user account.

In this example, the user only becomes superuser in order to run make install as this step requires superuser
privilege. Once the command completes, the user types exit to leave the superuser account and return to the
privilege of their user account.

Example 3.1. Install a Program As the Superuser

configure
make

su -
assword:
make install
exit

o® H FH T o° o° o°

The built-in su(1) framework works well for single systems or small networks with just one system administrator.
An alternative is to install the security/sudo package or port. This software provides activity logging and allows
the administrator to configure which users can run which commands as the superuser.
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3.3.2. Managing Accounts

FreeBSD provides a variety of different commands to manage user accounts. The most common commands are
summarized in Table 3.1, “Utilities for Managing User Accounts”, followed by some examples of their usage. See
the manual page for each utility for more details and usage examples.

Table 3.1. Utilities for Managing User Accounts

Command Summary

adduser(8) The recommended command-line application for adding new users.
rmuser(8) The recommended command-line application for removing users.
chpass(1) A flexible tool for changing user database information.

passwd(1) The command-line tool to change user passwords.

pw(8) A powerful and flexible tool for modifying all aspects of user accounts.

3.3.2.1. adduser

The recommended program for adding new users is adduser(8). When a new user is added, this program automati-
cally updates /etc/passwd and /etc/group . It also creates a home directory for the new user, copies in the default
configuration files from /usr/share/skel , and can optionally mail the new user a welcome message. This utility
must be run as the superuser.

The adduser(8) utility is interactive and walks through the steps for creating a new user account. As seen in Exam-
ple 3.2, “Adding a User on FreeBSD”, either input the required information or press Return to accept the default
value shown in square brackets. In this example, the user has been invited into the wheel group, allowing them to
become the superuser with su(1). When finished, the utility will prompt to either create another user or to exit.

Example 3.2. Adding a User on FreeBSD

# adduser

Username: jru

Full name: J. Random User

Uid (Leave empty for default):

Login group [jrul:

Login group is jru. Invite jru into other groups? []: wheel
Login class [default]:

Shell (sh csh tcsh zsh nologin) [sh]: zsh

Home directory [/home/jru]:

Home directory permissions (Leave empty for default):
Use password-based authentication? [yes]:

Use an empty password? (yes/no) [no]:

Use a random password? (yes/no) [no]:

Enter password:

Enter password again:

Lock out the account after creation? [no]:

Username : jru

Password Bttty

Full Name : J. Random User

Uid : 1001

Class

Groups : jru wheel

Home : /home/jru

Shell : /usr/local/bin/zsh
Locked : no

0K? (yes/no): yes
adduser: INFO: Successfully added (jru) to the user database.
Add another user? (yes/no): no
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Goodbye!
#

Note

3 Since the password is not echoed when typed, be careful to not mistype the password when
creating the user account.

3.3.2.2. rmuser

To completely remove a user from the system, run rmuser(8) as the superuser. This command performs the fol-
lowing steps:

1.

Removes the user's crontab(1) entry, if one exists.

Removes any at(1) jobs belonging to the user.

Kills all processes owned by the user.

Removes the user from the system's local password file.

Optionally removes the user's home directory, if it is owned by the user.

Removes the incoming mail files belonging to the user from /var/mail .

Removes all files owned by the user from temporary file storage areas such as /tmp.

Finally, removes the username from all groups to which it belongs in /etc/group . If a group becomes empty
and the group name is the same as the username, the group is removed. This complements the per-user unique
groups created by adduser(8).

rmuser(8) cannot be used to remove superuser accounts since that is almost always an indication of massive de-
struction.

By default, an interactive mode is used, as shown in the following example.

Example 3.3. muser Interactive Account Removal

# rmuser jru

Matching password entry:

jru:*:1001:1001::0:0:J. Random User:/home/jru:/usr/local/bin/zsh
Is this the entry you wish to remove? y

Remove user's home directory (/home/jru)? y

Removing user (jru): mailspool home passwd.

#

3.3.2.3. chpass

Any user can use chpass(1) to change their default shell and personal information associated with their user ac-
count. The superuser can use this utility to change additional account information for any user.
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When passed no options, aside from an optional username, chpass(1) displays an editor containing user informa-
tion. When the user exits from the editor, the user database is updated with the new information.

Note
@ This utility will prompt for the user's password when exiting the editor, unless the utility
is run as the superuser.

In Example 3.4, “Using chpass as Superuser”, the superuser has typed chpass jru and is now viewing the fields
that can be changed for this user. If jru runs this command instead, only the last six fields will be displayed and
available for editing. This is shown in Example 3.5, “Using chpass as Regular User”.

Example 3.4. Using chpass as Superuser

#Changing user database information for jru.
Login: jru

Password: *

Uid [#]: 1001

Gid [# or name]: 1001
Change [month day year]:
Expire [month day year]:
Class:

Home directory: /home/jru
Shell: /usr/local/bin/zsh
Full Name: J. Random User
0ffice Location:

0ffice Phone:

Home Phone:

Other information:

Example 3.5. Using chpass as Regular User

#Changing user database information for jru.
Shell: /usr/local/bin/zsh

Full Name: J. Random User

Office Location:

Office Phone:

Home Phone:

Other information:

Note

@ The commands chfn(1) and chsh(1) are links to chpass(1), as are ypchpass(1), ypchfn(1), and
ypchsh(1). Since NIS support is automatic, specifying the yp before the command is not nec-
essary. How to configure NIS is covered in Chapter 30, Network Servers.

3.3.2.4. passwd
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Any user can easily change their password using passwd(1). To prevent accidental or unauthorized changes, this
command will prompt for the user's original password before a new password can be set:

Example 3.6. Changing Your Password

% passwd

Changing local password for jru.
0ld password:

New password:

Retype new password:

passwd: updating the database...
passwd: done

The superuser can change any user's password by specifying the username when running passwd(1). When this
utility is run as the superuser, it will not prompt for the user's current password. This allows the password to be
changed when a user cannot remember the original password.

Example 3.7. Changing Another User's Password as the Superuser

# passwd jru

Changing local password for jru.
New password:

Retype new password:

passwd: updating the database...
passwd: done

Note
@ As with chpass(1), yppasswd(1) is a link to passwd(1), so NIS works with either command.

3.3.2.5. pw

The pw(8) utility can create, remove, modify, and display users and groups. It functions as a front end to the system
user and group files. pw(8) has a very powerful set of command line options that make it suitable for use in shell
scripts, but new users may find it more complicated than the other commands presented in this section.

3.3.3. Managing Groups

A group is a list of users. A group is identified by its group name and GID. In FreeBSD, the kernel uses the UID of a
process, and the list of groups it belongs to, to determine what the process is allowed to do. Most of the time, the
GID of a user or process usually means the first group in the list.

The group name to GID mapping is listed in /etc/group . This is a plain text file with four colon-delimited fields.
The first field is the group name, the second is the encrypted password, the third the GID, and the fourth the
comma-delimited list of members. For a more complete description of the syntax, refer to group(5).

The superuser can modify /etc/group using a text editor. Alternatively, pw(8) can be used to add and edit groups.
For example, to add a group called teamtwo and then confirm that it exists:
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Example 3.8. Adding a Group Using pw(8)

# pw groupadd teamtwo
# pw groupshow teamtwo
teamtwo:*:1100:

In this example, 1100 is the GID of teamtwo. Right now, teamtwo has no members. This command will add jru as
a member of teamtwo.

Example 3.9. Adding User Accounts to a New Group Using pw(8)

# pw groupmod teamtwo -M jru
# pw groupshow teamtwo
teamtwo:*:1100:jru

The argument to -M is a comma-delimited list of users to be added to a new (empty) group or to replace the members
of an existing group. To the user, this group membership is different from (and in addition to) the user's primary
group listed in the password file. This means that the user will not show up as a member when using groupshow
with pw(8), but will show up when the information is queried via id(1) or a similar tool. When pw(8) is used to add a
user to a group, it only manipulates /etc/group and does not attempt to read additional data from /etc/passwd.

Example 3.10. Adding a New Member to a Group Using pw(8)

# pw groupmod teamtwo -m db
# pw groupshow teamtwo
teamtwo:*:1100:jru,db

In this example, the argument to -m is a comma-delimited list of users who are to be added to the group. Unlike
the previous example, these users are appended to the group and do not replace existing users in the group.

Example 3.11. Using id(1) to Determine Group Membership

% id jru
uid=1001(jru) gid=1001(jru) groups=1001(jru), 1100 (teamtwo)

In this example, jru is a member of the groups jru and teamtwo.

For more information about this command and the format of /etc/group , refer to pw(8) and group(5).

3.4. Permissions
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In FreeBSD, every file and directory has an associated set of permissions and several utilities are available for
viewing and modifying these permissions. Understanding how permissions work is necessary to make sure that
users are able to access the files that they need and are unable to improperly access the files used by the operating
system or owned by other users.

This section discusses the traditional UNIX® permissions used in FreeBSD. For finer grained file system access
control, refer to Section 14.9, “Access Control Lists”.

In UNIX®, basic permissions are assigned using three types of access: read, write, and execute. These access types
are used to determine file access to the file's owner, group, and others (everyone else). The read, write, and execute
permissions can be represented as the letters r, w, and x. They can also be represented as binary numbers as each
permission is either on or off (8). When represented as a number, the order is always read as rwx, where r has an
on value of 4, w has an on value of 2 and x has an on value of 1.

Table 4.1 summarizes the possible numeric and alphabetic possibilities. When reading the “Directory Listing” col-
umn, a - is used to represent a permission that is set to off.

Table 3.2. UNIX® Permissions

Value Permission Directory Listing
0 No read, no write, no execute ---
1 No read, no write, execute --X
2 No read, write, no execute -W-
3 No read, write, execute -WX
4 Read, no write, no execute r--
5 Read, no write, execute r-x
6 Read, write, no execute rw-
7 Read, write, execute rwx

Use the -1 argument to Is(1) to view a long directory listing that includes a column of information about a file's
permissions for the owner, group, and everyone else. For example, an 1s -1 in an arbitrary directory may show:

% ls -1

total 530

-rw-r--r-- 1 root wheel 512 Sep 5 12:31 myfile
-rw-r--r-- 1 root wheel 512 Sep 5 12:31 otherfile

-rw-r--r-- 1 root wheel 7680 Sep 5 12:31 email.txt

The first (leftmost) character in the first column indicates whether this file is a regular file, a directory, a special
character device, a socket, or any other special pseudo-file device. In this example, the - indicates a regular file.
The next three characters, rw- in this example, give the permissions for the owner of the file. The next three
characters, r- -, give the permissions for the group that the file belongs to. The final three characters, r--, give
the permissions for the rest of the world. A dash means that the permission is turned off. In this example, the
permissions are set so the owner can read and write to the file, the group can read the file, and the rest of the world
can only read the file. According to the table above, the permissions for this file would be 644, where each digit
represents the three parts of the file's permission.

How does the system control permissions on devices? FreeBSD treats most hardware devices as a file that programs
can open, read, and write data to. These special device files are stored in /dev/ .

Directories are also treated as files. They have read, write, and execute permissions. The executable bit for a di-
rectory has a slightly different meaning than that of files. When a directory is marked executable, it means it is
possible to change into that directory using cd(1). This also means that it is possible to access the files within that
directory, subject to the permissions on the files themselves.
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In order to perform a directory listing, the read permission must be set on the directory. In order to delete a file that
one knows the name of, it is necessary to have write and execute permissions to the directory containing the file.

There are more permission bits, but they are primarily used in special circumstances such as setuid binaries and
sticky directories. For more information on file permissions and how to set them, refer to chmod(1).

3.4.1. Symbolic Permissions
Contributed by Tom Rhodes.

Symbolic permissions use characters instead of octal values to assign permissions to files or directories. Symbolic
permissions use the syntax of (who) (action) (permissions), where the following values are available:

Option Letter Represents

(who) u User

(who) g Group owner

(who) 0 Other

(who) a All (“world”)

(action) + Adding permissions
(action) - Removing permissions
(action) = Explicitly set permissions
(permissions) r Read

(permissions) w Write

(permissions) X Execute

(permissions) t Sticky bit
(permissions) s Set UID or GID

These values are used with chmod(1), but with letters instead of numbers. For example, the following command
would block other users from accessing FILE:

%

s chmod go= FILE

A comma separated list can be provided when more than one set of changes to a file must be made. For example, the
following command removes the group and “world” write permission on FILE, and adds the execute permissions
for everyone:

% chmod go-w,a+x FILE
3.4.2. FreeBSD File Flags
Contributed by Tom Rhodes.

In addition to file permissions, FreeBSD supports the use of “file flags”. These flags add an additional level of se-
curity and control over files, but not directories. With file flags, even root can be prevented from removing or
altering files.

File flags are modified using chflags(1). For example, to enable the system undeletable flag on the file filel, issue
the following command:

# chflags sunlink filel

To disable the system undeletable flag, put a “no” in front of the sunlink:

# chflags nosunlink filel

To view the flags of a file, use - 1o with Is(1):
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# 1s -lo filel

-rw-r--r-- 1 trhodes trhodes sunlnk 0 Mar 1 05:54 filel

Several file flags may only be added or removed by the root user. In other cases, the file owner may set its file
flags. Refer to chflags(1) and chflags(2) for more information.

3.4.3. The setuid, setgid, and sticky Permissions

Contributed by Tom Rhodes.

Other than the permissions already discussed, there are three other specific settings that all administrators should
know about. They are the setuid, setgid, and sticky permissions.

These settings are important for some UNIX® operations as they provide functionality not normally granted to
normal users. To understand them, the difference between the real user ID and effective user ID must be noted.

The real user ID is the UID who owns or starts the process. The effective UID is the user ID the process runs as. As
an example, passwd(1) runs with the real user ID when a user changes their password. However, in order to update
the password database, the command runs as the effective ID of the root user. This allows users to change their
passwords without seeing a Permission Denied error.

The setuid permission may be set by prefixing a permission set with the number four (4) as shown in the following
example:

# chmod 4755 suidexample.sh
The permissions on suidexample. sh now look like the following:
-rwsr-xr-x 1 trhodes trhodes 63 Aug 29 06:36 suidexample.sh

Note that a s is now part of the permission set designated for the file owner, replacing the executable bit. This
allows utilities which need elevated permissions, such as passwd(1).

Note

The nosuid mount(8) option will cause such binaries to silently fail without alerting the user.
That option is not completely reliable as a nosuid wrapper may be able to circumvent it.

To view this in real time, open two terminals. On one, type passwd as a normal user. While it waits for a new
password, check the process table and look at the user information for passwd(1):

In terminal A:

Changing local password for trhodes
0ld Password:

In terminal B:
# ps aux | grep passwd

trhodes 5232 0.0 0.2 3420 1608 0 R+ 2:10AM 0:00.00 grep passwd
root 5211 0.6 0.2 3620 1724 2 I+ 2:09AM 0:00.01 passwd

Although passwd(1) is run as a normal user, it is using the effective UID of root.

The setgid permission performs the same function as the setuid permission; except that it alters the group set-
tings. When an application or utility executes with this setting, it will be granted the permissions based on the
group that owns the file, not the user who started the process.

To set the setgid permission on a file, provide chmod(1) with a leading two (2):

65


https://www.FreeBSD.org/cgi/man.cgi?query=chflags&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=chflags&sektion=2&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=passwd&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=passwd&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=mount&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=passwd&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=passwd&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=chmod&sektion=1&manpath=freebsd-release-ports

Directory Structure

# chmod 2755 sgidexample.sh

In the following listing, notice that the s is now in the field designated for the group permission settings:

-rwxr-sr-x 1 trhodes trhodes 44 Aug 31 01:49 sgidexample.sh

Note

@ In these examples, even though the shell script in question is an executable file, it will not
run with a different EUID or effective user ID. This is because shell scripts may not access
the setuid(2) system calls.

The setuid and setgid permission bits may lower system security, by allowing for elevated permissions. The third
special permission, the sticky bit, can strengthen the security of a system.

When the sticky bit is set on a directory, it allows file deletion only by the file owner. This is useful to prevent
file deletion in public directories, such as /tmp, by users who do not own the file. To utilize this permission, prefix
the permission set with a one (1):

# chmod 1777 /tmp

The sticky bit permission will display as a t at the very end of the permission set:
# 1s -al / | grep tmp

drwxrwxrwt 10 root wheel 512 Aug 31 01:49 tmp

3.5. Directory Structure

The FreeBSD directory hierarchy is fundamental to obtaining an overall understanding of the system. The most
important directory is root or, “/”. This directory is the first one mounted at boot time and it contains the base
system necessary to prepare the operating system for multi-user operation. The root directory also contains mount
points for other file systems that are mounted during the transition to multi-user operation.

A mount point is a directory where additional file systems can be grafted onto a parent file system (usually the
root file system). This is further described in Section 3.6, “Disk Organization”. Standard mount points include /
usr/, /var/, /tmp/, /mnt/, and /cdrom/ . These directories are usually referenced to entries in /etc/fstab . This
file is a table of various file systems and mount points and is read by the system. Most of the file systems in /etc/
fstab are mounted automatically at boot time from the script rc(8) unless their entry includes noauto. Details can
be found in Section 3.7.1, “The fstab File”.

A complete description of the file system hierarchy is available in hier(7). The following table provides a brief
overview of the most common directories.

Directory Description

/ Root directory of the file system.

/bin/ User utilities fundamental to both single-user and mul-
ti-user environments.

/boot/ Programs and configuration files used during operating
system bootstrap.

/boot/defaults/ Default boot configuration files. Refer to loader.conf(5)
for details.

/dev/ Device nodes. Refer to intro(4) for details.
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Directory Description

/etc/ System configuration files and scripts.

/etc/defaults/ Default system configuration files. Refer to rc(8) for de-
tails.

/etc/mail/ Configuration files for mail transport agents such as
sendmail(8).

/etc/periodic/ Scripts that run daily, weekly, and monthly, via cron(8).
Refer to periodic(8) for details.

/etc/ppp/ ppp(8) configuration files.

/mnt/ Empty directory commonly used by system administra-
tors as a temporary mount point.

/proc/ Process file system. Refer to procfs(5), mount_procfs(8)
for details.

/rescue/ Statically linked programs for emergency recovery as
described in rescue(8).

/root/ Home directory for the root account.

/sbin/ System programs and administration utilities funda-
mental to both single-user and multi-user environ-
ments.

/tmp/ Temporary files which are usually not preserved across
a system reboot. A memory-based file system is of-
ten mounted at /tmp. This can be automated using the
tmpmfs-related variables of rc.conf(5) or with an entry
in /etc/fstab ; refer to mdmfs(8) for details.

Jusr/ The majority of user utilities and applications.

/usr/bin/ Common utilities, programming tools, and applications.

/usr/include/ Standard C include files.

/usr/lib/ Archive libraries.

/usr/libdata/ Miscellaneous utility data files.

/usr/libexec/ System daemons and system utilities executed by other
programs.

/usr/local/ Local executables and libraries. Also used as the default
destination for the FreeBSD ports framework. Within /
usr/local, the general layout sketched out by hier(7)
for /usr should be used. Exceptions are the man directo-
ry, which is directly under /usr/local rather than un-
der /usr/local/share , and the ports documentation is
in share/doc/ port.

/usr/obj/ Architecture-specific target tree produced by building
the /usr/src tree.

/usr/ports/ The FreeBSD Ports Collection (optional).

/usr/sbin/ System daemons and system utilities executed by users.

/usr/share/ Architecture-independent files.

/usr/src/ BSD and/or local source files.

/var/ Multi-purpose log, temporary, transient, and spool files.

A memory-based file system is sometimes mounted at
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Directory Description
/var. This can be automated using the varmfs-related
variables in rc.conf(5) or with an entry in /etc/fstab ;
refer to mdmfs(8) for details.

/var/log/ Miscellaneous system log files.

/var/mail/ User mailbox files.

/var/spool/ Miscellaneous printer and mail system spooling direc-
tories.

/var/tmp/ Temporary files which are usually preserved across a
system reboot, unless /var is a memory-based file sys-
tem.

/var/yp/ NIS maps.

3.6. Disk Organization

The smallest unit of organization that FreeBSD uses to find files is the filename. Filenames are case-sensitive, which
means that readme.txt and README.TXT are two separate files. FreeBSD does not use the extension of a file to
determine whether the file is a program, document, or some other form of data.

Files are stored in directories. A directory may contain no files, or it may contain many hundreds of files. A directory
can also contain other directories, allowing a hierarchy of directories within one another in order to organize data.

Files and directories are referenced by giving the file or directory name, followed by a forward slash, /, followed
by any other directory names that are necessary. For example, if the directory foo contains a directory bar which
contains the file readme. txt , the full name, or path, to the file is foo/bar/readme.txt .Note that this is different
from Windows® which uses \ to separate file and directory names. FreeBSD does not use drive letters, or other
drive names in the path. For example, one would not type c:\foo\bar\readme.txt on FreeBSD.

Directories and files are stored in a file system. Each file system contains exactly one directory at the very top level,
called the root directory for that file system. This root directory can contain other directories. One file system is
designated the root file system or /. Every other file system is mounted under the root file system. No matter how
many disks are on the FreeBSD system, every directory appears to be part of the same disk.

Consider three file systems, called A, B, and C. Each file system has one root directory, which contains two other
directories, called A1, A2 (and likewise B1, B2 and C1, C2).

Call A the root file system. If Is(1) is used to view the contents of this directory, it will show two subdirectories, Al
and A2. The directory tree looks like this:
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A file system must be mounted on to a directory in another file system. When mounting file system B on to the
directory Al, the root directory of B replaces Al, and the directories in B appear accordingly:
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Any files that are in the B1 or B2 directories can be reached with the path /A1/B1 or /A1/B2 as necessary. Any files
that were in /A1 have been temporarily hidden. They will reappear if B is unmounted from A.

If B had been mounted on A2 then the diagram would look like this:
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L

and the paths would be /A2/B1 and /A2/B2 respectively.

File systems can be mounted on top of one another. Continuing the last example, the C file system could be mounted
on top of the B1 directory in the B file system, leading to this arrangement:
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Or C could be mounted directly on to the A file system, under the Al directory:
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It is entirely possible to have one large root file system, and not need to create any others. There are some draw-
backs to this approach, and one advantage.

Different file systems can have different mount options. For example, the root file system can be mounted read-
only, making it impossible for users to inadvertently delete or edit a critical file. Separating user-writable file
systems, such as /home, from other file systems allows them to be mounted nosuid. This option prevents the
suid/guid bits on executables stored on the file system from taking effect, possibly improving security.

FreeBSD automatically optimizes the layout of files on a file system, depending on how the file system is being
used. So a file system that contains many small files that are written frequently will have a different optimization
to one that contains fewer, larger files. By having one big file system this optimization breaks down.

FreeBSD's file systems are robust if power is lost. However, a power loss at a critical point could still damage the
structure of the file system. By splitting data over multiple file systems it is more likely that the system will still
come up, making it easier to restore from backup as necessary.

File systems are a fixed size. If you create a file system when you install FreeBSD and give it a specific size, you
may later discover that you need to make the partition bigger. This is not easily accomplished without backing
up, recreating the file system with the new size, and then restoring the backed up data.

Important
A FreeBSD features the growfs(8) command, which makes it possible to increase the size of
file system on the fly, removing this limitation.

File systems are contained in partitions. This does not have the same meaning as the common usage of the term
partition (for example, MS-DOS® partition), because of FreeBSD's UNIX® heritage. Each partition is identified by
a letter from a through to h. Each partition can contain only one file system, which means that file systems are
often described by either their typical mount point in the file system hierarchy, or the letter of the partition they
are contained in.

FreeBSD also uses disk space for swap space to provide virtual memory. This allows your computer to behave as
though it has much more memory than it actually does. When FreeBSD runs out of memory, it moves some of the
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data that is not currently being used to the swap space, and moves it back in (moving something else out) when
it needs it.

Some partitions have certain conventions associated with them.

Partition Convention

a Normally contains the root file system.

b Normally contains swap space.

c Normally the same size as the enclosing slice. This allows utilities that need to work on the

entire slice, such as a bad block scanner, to work on the c partition. A file system would not
normally be created on this partition.

d Partition d used to have a special meaning associated with it, although that is now gone and
d may work as any normal partition.

Disks in FreeBSD are divided into slices, referred to in Windows® as partitions, which are numbered from 1 to 4.
These are then divided into partitions, which contain file systems, and are labeled using letters.

Slice numbers follow the device name, prefixed with an s, starting at 1. So “da0s1” is the first slice on the first SCSI
drive. There can only be four physical slices on a disk, but there can be logical slices inside physical slices of the
appropriate type. These extended slices are numbered starting at 5, so “ada0s5” is the first extended slice on the
first SATA disk. These devices are used by file systems that expect to occupy a slice.

Slices, “dangerously dedicated” physical drives, and other drives contain partitions, which are represented as letters
from a to h. This letter is appended to the device name, so “da0a” is the a partition on the first da drive, which is
“dangerously dedicated”. “adals3e” is the fifth partition in the third slice of the second SATA disk drive.

Finally, each disk on the system is identified. A disk name starts with a code that indicates the type of disk, and
then a number, indicating which disk it is. Unlike slices, disk numbering starts at 0. Common codes are listed in
Table 3.3, “Disk Device Names”.

When referring to a partition, include the disk name, s, the slice number, and then the partition letter. Examples
are shown in Example 3.12, “Sample Disk, Slice, and Partition Names”.

Example 3.13, “Conceptual Model of a Disk” shows a conceptual model of a disk layout.

When installing FreeBSD, configure the disk slices, create partitions within the slice to be used for FreeBSD, create
a file system or swap space in each partition, and decide where each file system will be mounted.

Table 3.3. Disk Device Names

Drive Type Drive Device Name

SATA and IDE|ada or ad
hard drives

SCSI hard drives|da
and USB storage
devices

SATA and IDE CD- | cd or acd
ROM drives

SCSI CD-ROM dri- | cd
ves

Floppy drives fd

Assorted  non-|mcd for Mitsumi CD-ROM and scd for Sony CD-ROM devices
standard CD-ROM
drives
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Drive Type Drive Device Name

SCSI tape drives |sa

IDE tape drives  |ast

RAID drives Examples include aacd for Adaptec® AdvancedRAID, mlxd and mlyd for Mylex®, amrd for AMI
MegaRAID®, idad for Compaq Smart RAID, twed for 3ware® RAID.

Example 3.12. Sample Disk, Slice, and Partition Names

Name Meaning
adaOsla The first partition (a) on the first slice (s1) on the first SATA disk (ada0).
dals2e The fifth partition (e) on the second slice (s2) on the second SCSI disk (dal).

Example 3.13. Conceptual Model of a Disk

This diagram shows FreeBSD's view of the first SATA disk attached to the system. Assume that the disk is
250 GB in size, and contains an 80 GB slice and a 170 GB slice (MS-DOS® partitions). The first slice contains a
Windows® NTFS file system, C:, and the second slice contains a FreeBSD installation. This example FreeBSD
installation has four data partitions and a swap partition.

The four partitions each hold a file system. Partition a is used for the root file system, d for /var/, e for /
tmp/, and f for /usr/. Partition letter c refers to the entire slice, and so is not used for ordinary partitions.

75




Mounting and Unmounting File Systems

250 GB Hard Disk: ada0
Slice 1, Windows NTFS, 80GB: ada0s1

Slice 2, FreeBSD, 170GB: ada0s2

FreeBSD partition a, ada0s2a
mounted as /

FreeBSD partition b, ada0Os2b
swap

FreeBSD partition d, ada0Os2d
mounted as /var

FreeBSD partition e, adaOs2e
mounted as /tmp

FreeBSD partition £, adaOs2f
mounted as /usr

3.7. Mounting and Unmounting File Systems

The file system is best visualized as a tree, rooted, as it were, at /. /dev, /usr, and the other directories in the root
directory are branches, which may have their own branches, such as /usr/local, and so on.

There are various reasons to house some of these directories on separate file systems. /var contains the directories
log/, spool/, and various types of temporary files, and as such, may get filled up. Filling up the root file system
is not a good idea, so splitting /var from / is often favorable.

Another common reason to contain certain directory trees on other file systems is if they are to be housed on

separate physical disks, or are separate virtual disks, such as Network File System mounts, described in Section 30.3,
“Network File System (NFS)”, or CDROM drives.

3.7.1. The fstab File
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During the boot process (Chapter 13, The FreeBSD Booting Process), file systems listed in /etc/fstab are automati-
cally mounted except for the entries containing noauto. This file contains entries in the following format:

device /mount-point fstype options dumpfreq passno

device
An existing device name as explained in Table 3.3, “Disk Device Names”.

mount-point
An existing directory on which to mount the file system.

fstype
The file system type to pass to mount(8). The default FreeBSD file system is ufs.

options
Either rw for read-write file systems, or ro for read-only file systems, followed by any other options that may
be needed. A common option is noauto for file systems not normally mounted during the boot sequence. Other
options are listed in mount(8).

dumpfreq
Used by dump(8) to determine which file systems require dumping. If the field is missing, a value of zero is

assumed.

passno
Determines the order in which file systems should be checked. File systems that should be skipped should
have their passno set to zero. The root file system needs to be checked before everything else and should have
its passno set to one. The other file systems should be set to values greater than one. If more than one file
system has the same passno, fsck(8) will attempt to check file systems in parallel if possible.

Refer to fstab(5) for more information on the format of /etc/fstab and its options.
3.7.2. Using mount(8)
File systems are mounted using mount(8). The most basic syntax is as follows:

# mount device mountpoint

This command provides many options which are described in mount(8), The most commonly used options include:

-a
Mount all the file systems listed in /etc/fstab , except those marked as “noauto”, excluded by the -t flag,
or those that are already mounted.

-d
Do everything except for the actual mount system call. This option is useful in conjunction with the -v flag
to determine what mount(8) is actually trying to do.

-f
Force the mount of an unclean file system (dangerous), or the revocation of write access when downgrading
a file system's mount status from read-write to read-only.

-r
Mount the file system read-only. This is identical to using -0 ro.

-t fstype

Mount the specified file system type or mount only file systems of the given type, if -a is included. “ufs” is
the default file system type.
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Using umount(8)

Update mount options on the file system.
Be verbose.

Mount the file system read-write.
The following options can be passed to -0 as a comma-separated list:

nosuid
Do not interpret setuid or setgid flags on the file system. This is also a useful security option.

3.7.3. Using umount(8)

To unmount a file system use umount(8). This command takes one parameter which can be a mountpoint, device
name, -a or -A.

All forms take -f to force unmounting, and -v for verbosity. Be warned that - is not generally a good idea as it
might crash the computer or damage data on the file system.

To unmount all mounted file systems, or just the file system types listed after -t, use -a or -A. Note that -A does
not attempt to unmount the root file system.

3.8. Processes and Daemons

FreeBSD is a multi-tasking operating system. Each program running at any one time is called a process. Every run-
ning command starts at least one new process and there are a number of system processes that are run by FreeBSD.

Each process is uniquely identified by a number called a process ID (PID). Similar to files, each process has one
owner and group, and the owner and group permissions are used to determine which files and devices the process
can open. Most processes also have a parent process that started them. For example, the shell is a process, and
any command started in the shell is a process which has the shell as its parent process. The exception is a special
process called init(8) which is always the first process to start at boot time and which always has a PID of 1.

Some programs are not designed to be run with continuous user input and disconnect from the terminal at the first
opportunity. For example, a web server responds to web requests, rather than user input. Mail servers are another
example of this type of application. These types of programs are known as daemons. The term daemon comes from
Greek mythology and represents an entity that is neither good nor evil, and which invisibly performs useful tasks.
This is why the BSD mascot is the cheerful-looking daemon with sneakers and a pitchfork.

There is a convention to name programs that normally run as daemons with a trailing “d”. For example, BIND is the
Berkeley Internet Name Domain, but the actual program that executes is named. The Apache web server program
is httpd and the line printer spooling daemon is 1pd. This is only a naming convention. For example, the main
mail daemon for the Sendmail application is sendmail, and not maild.

3.8.1. Viewing Processes

To see the processes running on the system, use ps(1) or top(1). To display a static list of the currently running
processes, their PIDs, how much memory they are using, and the command they were started with, use ps(1). To
display all the running processes and update the display every few seconds in order to interactively see what the
computer is doing, use top(1).

By default, ps(1) only shows the commands that are running and owned by the user. For example:

% ps
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PID TT STAT TIME COMMAND
8203 0 Ss 0:00.59 /bin/csh
8895 0 R+ 0:00.00 ps

The output from ps(1) is organized into a number of columns. The PID column displays the process ID. PIDs are
assigned starting at 1, go up to 99999, then wrap around back to the beginning. However, a PID is not reassigned if
it is already in use. The TT column shows the tty the program is running on and STAT shows the program's state.
TIME is the amount of time the program has been running on the CPU. This is usually not the elapsed time since
the program was started, as most programs spend a lot of time waiting for things to happen before they need to
spend time on the CPU. Finally, COMMAND is the command that was used to start the program.

A number of different options are available to change the information that is displayed. One of the most useful
sets is auxww, where a displays information about all the running processes of all users, u displays the username
and memory usage of the process' owner, x displays information about daemon processes, and ww causes ps(1) to
display the full command line for each process, rather than truncating it once it gets too long to fit on the screen.

The output from top(1) is similar:

% top

last pid: 9609; 1load averages: 0.56, 0.45, 0.36 up 0+00:20:03 10:21:46
107 processes: 2 running, 104 sleeping, 1 zombie

CPU: 6.2% user, 0.1% nice, 8.2% system, 0.4% interrupt, 85.1% idle

Mem: 541M Active, 450M Inact, 1333M Wired, 4064K Cache, 1498M Free

ARC: 992M Total, 377M MFU, 589M MRU, 250K Anon, 5280K Header, 21M Other

Swap: 2048M Total, 2048M Free

PID USERNAME THR PRI NICE SIZE RES STATE C TIME WCPU COMMAND
557 root 1 -21 r31 136M 42296K select 0 2:20 9.96% Xorg
8198 dru 2 52 0  449M 82736K select 3 0:08 5.96% kdeinit4
8311 dru 27 30 0 1150M 187M uwait 1 1:37 0.98% firefox
431 root 1 20 0 14268K 1728K select O 0:06 0.98% moused
9551 dru 1 21 0 16600K 2660K CPU3 3 0:01 0.98% top
2357 dru 4 37 0 7181 141M select 0 0:21 0.00% kdeinit4
8705 dru 4 35 0  480M 98M select 2 0:20 0.00% kdeinit4
8076 dru 6 20 0 552M 113M uwait 0 0:12 0.00% soffice.bin
2623 root 1 30 10 12088K 1636K select 3 0:09 0.00% powerd
2338 dru 1 20 0  440M 84532K select 1 0:06 0.00% kwin
1427 dru 5 22 0 605M 86412K select 1 0:05 0.00% kdeinit4

The output is split into two sections. The header (the first five or six lines) shows the PID of the last process to
run, the system load averages (which are a measure of how busy the system is), the system uptime (time since the
last reboot) and the current time. The other figures in the header relate to how many processes are running, how
much memory and swap space has been used, and how much time the system is spending in different CPU states.
If the ZFS file system module has been loaded, an ARC line indicates how much data was read from the memory
cache instead of from disk.

Below the header is a series of columns containing similar information to the output from ps(1), such as the PID,
username, amount of CPU time, and the command that started the process. By default, top(1) also displays the
amount of memory space taken by the process. This is split into two columns: one for total size and one for resident
size. Total size is how much memory the application has needed and the resident size is how much it is actually
using now.

top(1) automatically updates the display every two seconds. A different interval can be specified with -s.

3.8.2. Killing Processes

One way to communicate with any running process or daemon is to send a signal using kill(1). There are a number
of different signals; some have a specific meaning while others are described in the application's documentation.

A user can only send a signal to a process they own and sending a signal to someone else's process will result in a
permission denied error. The exception is the root user, who can send signals to anyone's processes.
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Killing Processes

The operating system can also send a signal to a process. If an application is badly written and tries to access
memory that it is not supposed to, FreeBSD will send the process the “Segmentation Violation” signal (SIGSEGV ).
If an application has been written to use the alarm(3) system call to be alerted after a period of time has elapsed,
it will be sent the “Alarm” signal (SIGALRM).

Two signals can be used to stop a process: SIGTERM and SIGKILL. SIGTERM is the polite way to kill a process as
the process can read the signal, close any log files it may have open, and attempt to finish what it is doing before
shutting down. In some cases, a process may ignore SIGTERM if it is in the middle of some task that cannot be
interrupted.

SIGKILL cannot be ignored by a process. Sending a SIGKILL to a process will usually stop that process there and
then. *.

Other commonly used signals are SIGHUP, SIGUSR1 , and SIGUSR2 . Since these are general purpose signals, different
applications will respond differently.

For example, after changing a web server's configuration file, the web server needs to be told to re-read its config-
uration. Restarting httpd would result in a brief outage period on the web server. Instead, send the daemon the
SIGHUP signal. Be aware that different daemons will have different behavior, so refer to the documentation for the
daemon to determine if SIGHUP will achieve the desired results.

Procedure 3.1. Sending a Signal to a Process

This example shows how to send a signal to inetd(8). The inetd(8) configuration file is /etc/inetd. conf, and in-
etd(8) will re-read this configuration file when it is sent a SIGHUP.

1.  Find the PID of the process to send the signal to using pgrep(1). In this example, the PID for inetd(8) is 198:

% pgrep -1 inetd
198 inetd -wW

2. Usekill(1) to send the signal. As inetd(8) is owned by root, use su(1) to become root first.

% su
Password:
# /bin/kill -s HUP 198

Like most UNIX® commands, kill(1) will not print any output if it is successful. If a signal is sent to a process
not owned by that user, the message kill: PID: Operation not permitted will be displayed. Mistyping the PID
will either send the signal to the wrong process, which could have negative results, or will send the signal to
a PID that is not currently in use, resulting in the error kill: PID: No such process.

3 Why Use /bin/kitt ?

Many shells provide kill as a built in command, meaning that the shell will send the
signal directly, rather than running /bin/kill . Be aware that different shells have a
different syntax for specifying the name of the signal to send. Rather than try to learn
all of them, it can be simpler to specify /bin/kill.

When sending other signals, substitute TERM or KILL with the name of the signal.

There are a few tasks that cannot be interrupted. For example, if the process is trying to read from a file that is on another computer on the
network, and the other computer is unavailable, the process is said to be “uninterruptible”. Eventually the process will time out, typically after

two minutes. As soon as this time out occurs the process will be killed.
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Important

A Killing a random process on the system is a bad idea. In particular, init(8), PID 1, is special.
Running /bin/kill -s KILL 1 is a quick, and unrecommended, way to shutdown the sys-
tem. Always double check the arguments to kill(1) before pressing Return.

3.9. Shells

A shell provides a command line interface for interacting with the operating system. A shell receives commands
from the input channel and executes them. Many shells provide built in functions to help with everyday tasks such
as file management, file globbing, command line editing, command macros, and environment variables. FreeBSD
comes with several shells, including the Bourne shell (sh(1)) and the extended C shell (tcsh(1)). Other shells are
available from the FreeBSD Ports Collection, such as zsh and bash.

The shell that is used is really a matter of taste. A C programmer might feel more comfortable with a C-like shell
such as tesh(1). A Linux® user might prefer bash. Each shell has unique properties that may or may not work with
auser's preferred working environment, which is why there is a choice of which shell to use.

One common shell feature is filename completion. After a user types the first few letters of a command or filename
and presses Tab, the shell completes the rest of the command or filename. Consider two files called foobar and
football. To delete foobar, the user might type rm foo and press Tab to complete the filename.

But the shell only shows rm foo. It was unable to complete the filename because both foobar and football start
with foo. Some shells sound a beep or show all the choices if more than one name matches. The user must then
type more characters to identify the desired filename. Typing a t and pressing Tab again is enough to let the shell
determine which filename is desired and fill in the rest.

Another feature of the shell is the use of environment variables. Environment variables are a variable/key pair
stored in the shell's environment. This environment can be read by any program invoked by the shell, and thus
contains a lot of program configuration. Table 3.4, “Common Environment Variables” provides a list of common
environment variables and their meanings. Note that the names of environment variables are always in uppercase.

Table 3.4. Common Environment Variables

Variable Description

USER Current logged in user's name.

PATH Colon-separated list of directories to search for binaries.

DISPLAY Network name of the Xorg display to connect to, if avail-
able.

SHELL The current shell.

TERM The name of the user's type of terminal. Used to deter-
mine the capabilities of the terminal.

TERMCAP Database entry of the terminal escape codes to perform
various terminal functions.

OSTYPE Type of operating system.

MACHTYPE The system's CPU architecture.

EDITOR The user's preferred text editor.
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Variable Description

PAGER The user's preferred utility for viewing text one page at
a time,

MANPATH Colon-separated list of directories to search for manual
pages.

How to set an environment variable differs between shells. In tcsh(1) and csh(1), use setenv to set environment
variables. In sh(1) and bash, use export to set the current environment variables. This example sets the default
EDITOR to /usr/local/bin/emacs for the tcsh(1) shell:

% setenv EDITOR /usr/local/bin/emacs

The equivalent command for bash would be:

% export EDITOR="/usr/local/bin/emacs"

To expand an environment variable in order to see its current setting, type a $ character in front of its name on
the command line. For example, echo $TERM displays the current $TERM setting.

Shells treat special characters, known as meta-characters, as special representations of data. The most common
meta-character is *, which represents any number of characters in a filename. Meta-characters can be used to
perform filename globbing. For example, echo * is equivalent to 1s because the shell takes all the files that match
* and echo lists them on the command line.

To prevent the shell from interpreting a special character, escape it from the shell by starting it with a backslash
(\). For example, echo $TERM prints the terminal setting whereas echo \$TERM literally prints the string $TERM.

3.9.1. Changing the Shell

The easiest way to permanently change the default shell is to use chsh. Running this command will open the editor
that is configured in the EDITOR environment variable, which by default is set to vi(1). Change the Shell: line to
the full path of the new shell.

Alternately, use chsh -s which will set the specified shell without opening an editor. For example, to change the
shell to bash:

% chsh -s /usr/local/bin/bash

Note

@ The new shell must be present in /etc/shells . If the shell was installed from the FreeBSD
Ports Collection as described in Chapter 4, Installing Applications: Packages and Ports, it should
be automatically added to this file. If it is missing, add it using this command, replacing the
path with the path of the shell:

# echo /usr/local/bin/bash >> /etc/shells

Then, rerun chsh(1).

3.9.2. Advanced Shell Techniques
Written by Tom Rhodes.

The UNIX® shell is not just a command interpreter, it acts as a powerful tool which allows users to execute com-
mands, redirect their output, redirect their input and chain commands together to improve the final command
output. When this functionality is mixed with built in commands, the user is provided with an environment that
can maximize efficiency.
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Shell redirection is the action of sending the output or the input of a command into another command or into a
file. To capture the output of the Is(1) command, for example, into a file, redirect the output:

% 1s > directory_listing.txt

The directory contents will now be listed in directory listing.txt. Some commands can be used to read input,
such as sort(1). To sort this listing, redirect the input:

% sort < directory_listing.txt

The input will be sorted and placed on the screen. To redirect that input into another file, one could redirect the
output of sort(1) by mixing the direction:

% sort < directory listing.txt > sorted.txt

In all of the previous examples, the commands are performing redirection using file descriptors. Every UNIX®
system has file descriptors, which include standard input (stdin), standard output (stdout), and standard error
(stderr). Each one has a purpose, where input could be a keyboard or a mouse, something that provides input.
Output could be a screen or paper in a printer. And error would be anything that is used for diagnostic or error
messages. All three are considered I/0 based file descriptors and sometimes considered streams.

Through the use of these descriptors, the shell allows output and input to be passed around through various com-
mands and redirected to or from a file. Another method of redirection is the pipe operator.

The UNIX® pipe operator, “|” allows the output of one command to be directly passed or directed to another
program. Basically, a pipe allows the standard output of a command to be passed as standard input to another
command, for example:

%

5 cat directory_listing.txt | sort | less

In that example, the contents of directory listing.txt will be sorted and the output passed to less(1). This allows
the user to scroll through the output at their own pace and prevent it from scrolling off the screen.

3.10. Text Editors

Most FreeBSD configuration is done by editing text files, so it is a good idea to become familiar with a text editor.
FreeBSD comes with a few as part of the base system, and many more are available in the Ports Collection.

A simple editor to learn is ee(1), which stands for easy editor. To start this editor, type ee filename where filename
is the name of the file to be edited. Once inside the editor, all of the commands for manipulating the editor's
functions are listed at the top of the display. The caret (*) represents Ctrl, so “e expands to Ctrl+e. To leave ee(1),
press Esc, then choose the “leave editor” option from the main menu. The editor will prompt to save any changes
if the file has been modified.

FreeBSD also comes with more powerful text editors, such as vi(1), as part of the base system. Other editors, like
editors/emacs and editors/vim, are part of the FreeBSD Ports Collection. These editors offer more functionality at
the expense of being more complicated to learn. Learning a more powerful editor such as vim or Emacs can save
more time in the long run.

Many applications which modify files or require typed input will automatically open a text editor. To change the
default editor, set the EDITOR environment variable as described in Section 3.9, “Shells”.

3.11. Devices and Device Nodes

A device is a term used mostly for hardware-related activities in a system, including disks, printers, graphics cards,
and keyboards. When FreeBSD boots, the majority of the boot messages refer to devices being detected. A copy of
the boot messages are saved to /var/run/dmesg.boot .
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Each device has a device name and number. For example, ada@ is the first SATA hard drive, while kbd0 represents
the keyboard.

Most devices in FreeBSD must be accessed through special files called device nodes, which are located in /dev.

3.12. Manual Pages

The most comprehensive documentation on FreeBSD is in the form of manual pages. Nearly every program on
the system comes with a short reference manual explaining the basic operation and available arguments. These
manuals can be viewed using man:

% man command

where command is the name of the command to learn about. For example, to learn more about Is(1), type:

% man ls

Manual pages are divided into sections which represent the type of topic. In FreeBSD, the following sections are
available:

1. User commands.

2. System calls and error numbers.

3. Functions in the C libraries.

4, Device drivers.

5. File formats,

6. Games and other diversions.

7. Miscellaneous information.

8. System maintenance and operation commands.
9. System kernel interfaces.

In some cases, the same topic may appear in more than one section of the online manual. For example, there is
a chmod user command and a chmod() system call. To tell man(1) which section to display, specify the section
number:

% man 1 chmod

This will display the manual page for the user command chmod(1). References to a particular section of the online
manual are traditionally placed in parenthesis in written documentation, so chmod(1) refers to the user command
and chmod(2) refers to the system call.

If the name of the manual page is unknown, use man -k to search for keywords in the manual page descriptions:

% man -k mail

This command displays a list of commands that have the keyword “mail” in their descriptions. This is equivalent
to using apropos(1).

To read the descriptions for all of the commands in /usr/bin, type:

% cd /usr/bin
% man -f * | more
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or

% cd /usr/bin
% whatis * |more

3.12.1. GNU Info Files

FreeBSD includes several applications and utilities produced by the Free Software Foundation (FSF). In addition
to manual pages, these programs may include hypertext documents called info files. These can be viewed using
info(1) or, if editors/emacs is installed, the info mode of emacs.

To use info(1), type:

[}

% info

For a brief introduction, type h. For a quick command reference, type ?.
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Chapter 4. Installing Applications:
Packages and Ports

4.1. Synopsis

FreeBSD is bundled with a rich collection of system tools as part of the base system. In addition, FreeBSD provides
two complementary technologies for installing third-party software: the FreeBSD Ports Collection, for installing
from source, and packages, for installing from pre-built binaries. Either method may be used to install software
from local media or from the network.

After reading this chapter, you will know:

+ The difference between binary packages and ports.

+ How to find third-party software that has been ported to FreeBSD.

+ How to manage binary packages using pkg.

+ How to build third-party software from source using the Ports Collection.

+ How to find the files installed with the application for post-installation configuration.

+ What to do if a software installation fails.

4.2. Overview of Software Installation

The typical steps for installing third-party software on a UNIX® system include:
1. Find and download the software, which might be distributed in source code format or as a binary.

2. Unpack the software from its distribution format. This is typically a tarball compressed with a program such
as compress(1), gzip(1), bzip2(1) or xz(1).

3. Locate the documentation in INSTALL, README or some file in a doc/ subdirectory and read up on how to
install the software.

4.  If the software was distributed in source format, compile it. This may involve editing a Makefile or running
a configure script.

5. Test and install the software.

A FreeBSD port is a collection of files designed to automate the process of compiling an application from source
code. The files that comprise a port contain all the necessary information to automatically download, extract,
patch, compile, and install the application.

If the software has not already been adapted and tested on FreeBSD, the source code might need editing in order
for it to install and run properly.

However, over 24,000 third-party applications have already been ported to FreeBSD. When feasible, these applica-
tions are made available for download as pre-compiled packages.

Packages can be manipulated with the FreeBSD package management commands.

Both packages and ports understand dependencies. If a package or port is used to install an application and a
dependent library is not already installed, the library will automatically be installed first.
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A FreeBSD package contains pre-compiled copies of all the commands for an application, as well as any configura-
tion files and documentation. A package can be manipulated with the pkg(8) commands, such as pkg install.

While the two technologies are similar, packages and ports each have their own strengths. Select the technology
that meets your requirements for installing a particular application.

* A compressed package tarball is typically smaller than the compressed tarball containing the source code for
the application.

» Packages do not require compilation time. For large applications, such as Mozilla, KDE, or GNOME, this can be
important on a slow system.

« Packages do not require any understanding of the process involved in compiling software on FreeBSD.

« Packages are normally compiled with conservative options because they have to run on the maximum number
of systems. By compiling from the port, one can change the compilation options.

+ Some applications have compile-time options relating to which features are installed. For example, Apache can
be configured with a wide variety of different built-in options.

In some cases, multiple packages will exist for the same application to specify certain settings. For example,
Ghostscript is available as a ghostscript package and a ghostscript-nox11l package, depending on whether
or not Xorg is installed. Creating multiple packages rapidly becomes impossible if an application has more than
one or two different compile-time options.

« The licensing conditions of some software forbid binary distribution. Such software must be distributed as
source code which must be compiled by the end-user.

+ Some people do not trust binary distributions or prefer to read through source code in order to look for potential
problems.

» Source code is needed in order to apply custom patches.

To keep track of updated ports, subscribe to the FreeBSD ports mailing list and the FreeBSD ports bugs mailing list.

Warning

O Before installing any application, check https://vuxml.freebsd.org/ for security issues relat-
ed to the application or type pkg audit -F to check all installed applications for known
vulnerabilities.

The remainder of this chapter explains how to use packages and ports to install and manage third-party software
on FreeBSD.

4.3. Finding Software

FreeBSD's list of available applications is growing all the time. There are a number of ways to find software to install:
+ The FreeBSD web site maintains an up-to-date searchable list of all the available applications, at https://

www.FreeBSD.org/ports/. The ports can be searched by application name or by software category.

Dan Langille maintains FreshPorts.org which provides a comprehensive search utility and also tracks changes to
the applications in the Ports Collection. Registered users can create a customized watch list in order to receive
an automated email when their watched ports are updated.
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If finding a particular application becomes challenging, try searching a site like SourceForge.net or GitHub.com
then check back at the FreeBSD site to see if the application has been ported.

To search the binary package repository for an application:

Package names include the version number and, in the case of ports based on python, the version number of the
version of python the package was built with. Some ports also have multiple versions available. In the case of
Subversion, there are different versions available, as well as different compile options. In this case, the statically
linked version of Subversion. When indicating which package to install, it is best to specify the application by the
port origin, which is the path in the ports tree. Repeat the pkg search with -o to list the origin of each package:

Searching by shell globs, regular expressions, exact match, by description, or any other field in the repository
database is also supported by pkg search . After installing ports-mgmt/pkg or ports-mgmt/pkg-devel, see pkg-
search(8) for more details.

+ If the Ports Collection is already installed, there are several methods to query the local version of the ports tree.
To find out which category a port is in, type whereis file, where file is the program to be installed:

Alternately, an echo(1) statement can be used:

Note that this will also return any matched files downloaded into the /usr/ports/distfiles directory.

+ Another way to find software is by using the Ports Collection's built-in search mechanism. To use the search
feature, cd to /usr/ports thenrun make search name=program-name where program-name is the name of the
software. For example, to search for 1sof:
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Info: Lists information about open files (similar to fstat(1))
Maint: Tler@lerctr.org

Index: sysutils

B-deps:

R-deps:

Tip

; The built-in search mechanism uses a file of index information. If a message indicates that
the INDEX is required, run make fetchindex to download the current index file. With the
INDEX present, make search will be able to perform the requested search.

The “Path:” line indicates where to find the port.

To receive less information, use the quicksearch feature:

# cd /usr/ports

# make quicksearch name=lsof

Port: 1lsof-4.88.d,8

Path: /usr/ports/sysutils/lsof

Info: Lists information about open files (similar to fstat(1))

For more in-depth searching, use make search key= string or make quicksearch key=string,where string
is some text to search for. The text can be in comments, descriptions, or dependencies in order to find ports

which relate to a particular subject when the name of the program is unknown.

When using search or quicksearch, the search string is case-insensitive. Searching for “LSOF” will yield the
same results as searching for “Isof”.

4.4. Using pkg for Binary Package Management

pkg is the next generation replacement for the traditional FreeBSD package management tools, offering many
features that make dealing with binary packages faster and easier.

For sites wishing to only use prebuilt binary packages from the FreeBSD mirrors, managing packages with pkg can
be sufficient.

However, for those sites building from source or using their own repositories, a separate port management tool
will be needed.

Since pkg only works with binary packages, it is not a replacement for such tools. Those tools can be used to install
software from both binary packages and the Ports Collection, while pkg installs only binary packages.

4.4.1. Getting Started with pkg

FreeBSD includes a bootstrap utility which can be used to download and install pkg and its manual pages. This
utility is designed to work with versions of FreeBSD starting with 10.X.
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Note

S Not all FreeBSD versions and architectures support this bootstrap process. The current list
is at https://pkg.freebsd.org/. For other cases, pkg must instead be installed from the Ports
Collection or as a binary package.

To bootstrap the system, run:
# /usr/sbin/pkg
You must have a working Internet connection for the bootstrap process to succeed.

Otherwise, to install the port, run:

# cd /usr/ports/ports-mgmt/pkg
# make
# make install clean

When upgrading an existing system that originally used the older pkg * tools, the database must be converted to
the new format, so that the new tools are aware of the already installed packages. Once pkg has been installed, the
package database must be converted from the traditional format to the new format by running this command:

# pkg2ng

Note
S This step is not required for new installations that do not yet have any third-party software
installed.

Important
A This step is not reversible. Once the package database has been converted to the pkg format,
the traditional pkg * tools should no longer be used.

Note

@ The package database conversion may emit errors as the contents are converted to the new
version. Generally, these errors can be safely ignored. However, a list of software that was not
successfully converted is shown after pkg2ng finishes. These applications must be manually
reinstalled.

To ensure that the Ports Collection registers new software with pkg instead of the traditional packages database,
FreeBSD versions earlier than 10.X require this line in /etc/make. conf :

WITH_PKGNG= yes

By default, pkg uses the binary packages from the FreeBSD package mirrors (the repository). For information about
building a custom package repository, see Section 4.6, “Building Packages with Poudriere”.
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Quarterly and Latest Ports Branches

Additional pkg configuration options are described in pkg.conf(5).
Usage information for pkg is available in the pkg(8) manual page or by running pkg without additional arguments.

Each pkg command argument is documented in a command-specific manual page. To read the manual page for
pkg install, for example, run either of these commands:

# pkg help install
# man pkg-install

The rest of this section demonstrates common binary package management tasks which can be performed using
pkg. Each demonstrated command provides many switches to customize its use. Refer to a command's help or man
page for details and more examples.

4.4.2. Quarterly and Latest Ports Branches

The Quarterly branch provides users with a more predictable and stable experience for port and package instal-
lation and upgrades. This is done essentially by only allowing non-feature updates. Quarterly branches aim to re-
ceive security fixes (that may be version updates, or backports of commits), bug fixes and ports compliance or
framework changes. The Quarterly branch is cut from HEAD at the beginning of every (yearly) quarter in January,
April, July, and October. Branches are named according to the year (YYYY) and quarter (Q1-4) they are created in.
For example, the quarterly branch created in January 2016, is named 2016Q1. And the Latest branch provides the
latest versions of the packages to the users.

To switch from quarterly to latest run the following commands:

# cp /etc/pkg/FreeBSD.conf /usr/local/etc/pkg/repos/FreeBSD.conf
Edit the file /usr/local/etc/pkg/repos/FreeBSD.conf and change the string quarterly to latest in the url: line.

The result should be similar to the following:

FreeBSD: {
url: "pkg+http://pkg.FreeBSD.org/${ABI}/latest",
mirror type: "srv",
signature type: "fingerprints",
fingerprints: "/usr/share/keys/pkg",
enabled: yes

}

And finally run this command to update from the new (latest) repository metadata.

# pkg update -f

4.4.3. Obtaining Information About Installed Packages

Information about the packages installed on a system can be viewed by running pkg info which, when run without
any switches, will list the package version for either all installed packages or the specified package.

For example, to see which version of pkg is installed, run:
# pkg info pkg
pkg-1.1.4 1
4.4.4. Installing and Removing Packages
To install a binary package use the following command, where packagename is the name of the package to install:

# pkg install packagename

This command uses repository data to determine which version of the software to install and if it has any unin-
stalled dependencies. For example, to install curl:

# pkg install curl
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The new package and any additional packages that were installed as dependencies can be seen in the installed
packages list:

Packages that are no longer needed can be removed with pkg delete . For example:

4.4.5. Upgrading Installed Packages

Installed packages can be upgraded to their latest versions by running:

This command will compare the installed versions with those available in the repository catalogue and upgrade
them from the repository.

4.4.6. Auditing Installed Packages

Software vulnerabilities are regularly discovered in third-party applications. To address this, pkg includes a built-in
auditing mechanism. To determine if there are any known vulnerabilities for the software installed on the system,
n:

£

4.4.7. Automatically Removing Unused Packages

Removing a package may leave behind dependencies which are no longer required. Unneeded packages that were
installed as dependencies (leaf packages) can be automatically detected and removed using:
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ca_root nss-3.15.1 1
The autoremoval will free 723 kB

Proceed with autoremoval of packages [y/N]: y
Deinstalling ca root nss-3.15.1 1... done

Packages installed as dependencies are called automatic packages. Non-automatic packages, i.e the packages that
were explicity installed not as a dependency to another package, can be listed using:

# pkg prime-list

nginx

openvpn

sudo

pkg prime-list isan alias command declared in /usr/local/etc/pkg.conf . There are many others that can be
used to query the package database of the system. For instance, command pkg prime-origins can be used to get
the origin port directory of the list mentioned above:

# pkg prime-origins

www/nginx

security/openvpn

security/sudo

This list can be used to rebuild all packages installed on a system using build tools such as ports-mgmt/poudriere
or ports-mgmt/synth.

Marking an installed package as automatic can be done using:
# pkg set -A 1 devel/cmake
Once a package is a leaf package and is marked as automatic, it gets selected by pkg autoremove.

Marking an installed package as not automatic can be done using:
# pkg set -A 0 devel/cmake
4.4.8. Restoring the Package Database

Unlike the traditional package management system, pkg includes its own package database backup mechanism.
This functionality is enabled by default.

Tip
To disable the periodic script from backing up the package database, set daily backup p-
kgdb_enable="NO" in periodic.conf(5).

To restore the contents of a previous package database backup, run the following command replacing /path/to/
pkg. sql with the location of the backup:

# pkg backup -r /path/to/pkg.sql

Note
@ If restoring a backup taken by the periodic script, it must be decompressed prior to being
restored.
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To run a manual backup of the pkg database, run the following command, replacing /path/to/pkg.sql with a
suitable file name and location:

# pkg backup -d /path/to/pkg.sql

4.4.9. Removing Stale Packages

By default, pkg stores binary packages in a cache directory defined by PKG_CACHEDIR in pkg.conf(5). Only copies of
the latest installed packages are kept. Older versions of pkg kept all previous packages. To remove these outdated
binary packages, run:

# pkg clean
The entire cache may be cleared by running:

# pkg clean -a

4.4.10. Modifying Package Metadata

Software within the FreeBSD Ports Collection can undergo major version number changes. To address this, pkg has
a built-in command to update package origins. This can be useful, for example, if lang/php5 is renamed to lang/
php53 so that lang/php5 can now represent version 5.4.

To change the package origin for the above example, run:

# pkg set -o lang/php5:lang/php53

As another example, to update lang/ruby18 to lang/ruby19, run:
# pkg set -o lang/rubyl8:lang/rubyl9

As a final example, to change the origin of the 1ibglut shared libraries from graphics/libglut to graphics/freeglut,
run:

# pkg set -o graphics/libglut:graphics/freeglut

Note

S When changing package origins, it is important to reinstall packages that are dependent on
the package with the modified origin. To force a reinstallation of dependent packages, run:

# pkg install -Rf graphics/freeglut

4.5. Using the Ports Collection

The Ports Collection is a set of Makefiles, patches, and description files. Each set of these files is used to compile
and install an individual application on FreeBSD, and is called a port.

By default, the Ports Collection itself is stored as a subdirectory of /usr/ports .

Warning

O Before installing and using the Ports Collection, please be aware that it is generally ill-advised
to use the Ports Collection in conjunction with the binary packages provided via pkg to install
software. pkg, by default, tracks quarterly branch-releases of the ports tree and not HEAD.
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Dependencies could be different for a port in HEAD compared to its counterpart in a quarterly
branch release and this could result in conflicts between dependencies installed by pkg and
those from the Ports Collection. If the Ports Collection and pkg must be used in conjunction,
then be sure that your Ports Collection and pkg are on the same branch release of the ports
tree.

Before an application can be compiled using a port, the Ports Collection must first be installed. If it was not installed
during the installation of FreeBSD, use one of the following methods to install it:

Procedure 4.1. Portsnap Method

The base system of FreeBSD includes Portsnap. This is a fast and user-friendly tool for retrieving the Ports Col-
lection and is the recommended choice for most users not running FreeBSD-CURRENT. This utility connects to a
FreeBSD site, verifies the secure key, and downloads a new copy of the Ports Collection. The key is used to verify
the integrity of all downloaded files.

1. To download a compressed snapshot of the Ports Collection into /var/db/portsnap :
# portsnap fetch
2. When running Portsnap for the first time, extract the snapshot into /usr/ports :

# portsnap extract

3. After the first use of Portsnap has been completed as shown above, /usr/ports can be updated as needed
by running:

# portsnap fetch
# portsnap update

When using fetch, the extract or the update operation may be run consecutively, like so:

# portsnap fetch update

Procedure 4.2. Subversion Method

If more control over the ports tree is needed or if local changes need to be maintained, or if running FreeBSD-CUR-
RENT, Subversion can be used to obtain the Ports Collection. Refer to the Subversion Primer for a detailed descrip-
tion of Subversion.

1. Subversion must be installed before it can be used to check out the ports tree. If a copy of the ports tree is
already present, install Subversion like this:

# cd /usr/ports/devel/subversion
# make install clean

If the ports tree is not available, or pkg is being used to manage packages, Subversion can be installed as a
package:

# pkg install subversion

2. Check out a copy of the HEAD branch of the ports tree:

# svn checkout https://svn.FreeBSD.org/ports/head /usr/ports

3. Or, check out a copy of a quarterly branch:

# svn checkout https://svn.FreeBSD.org/ports/branches/2020Q3 /usr/ports

4, Asneeded, update /usr/ports after the initial Subversion checkout:
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# svn update /usr/ports
5.  Asneeded, switch /usr/ports to a different quarterly branch:
# svn switch http://svn.freebsd.org/ports/branches/2020Q4/ /usr/ports

The Ports Collection contains directories for software categories. Inside each category are subdirectories for in-
dividual applications. Each application subdirectory contains a set of files that tells FreeBSD how to compile and
install that program, called a ports skeleton. Each port skeleton includes these files and directories:

* Makefile: contains statements that specify how the application should be compiled and where its components
should be installed.

+ distinfo: contains the names and checksums of the files that must be downloaded to build the port.

« files/: this directory contains any patches needed for the program to compile and install on FreeBSD. This
directory may also contain other files used to build the port.

* pkg-descr: provides a more detailed description of the program.

+ pkg-plist: a list of all the files that will be installed by the port. It also tells the ports system which files to
remove upon deinstallation.

Some ports include pkg-message or other files to handle special situations. For more details on these files, and on
ports in general, refer to the FreeBSD Porter's Handbook.

The port does not include the actual source code, also known as a distfile. The extract portion of building a port
will automatically save the downloaded source to /usr/ports/distfiles .

4.5.1. Installing Ports

This section provides basic instructions on using the Ports Collection to install or remove software. The detailed
description of available make targets and environment variables is available in ports(7).

Warning

O Before compiling any port, be sure to update the Ports Collection as described in the pre-
vious section. Since the installation of any third-party software can introduce security vul-
nerabilities, it is recommended to first check https://vuxml.freebsd.org/ for known security
issues related to the port. Alternately, run pkg audit -F before installing a new port. This
command can be configured to automatically perform a security audit and an update of the
vulnerability database during the daily security system check. For more information, refer
to pkg-audit(8) and periodic(8).

Using the Ports Collection assumes a working Internet connection. It also requires superuser privilege.

To compile and install the port, change to the directory of the port to be installed, then type make install at the
prompt. Messages will indicate the progress:

# cd /usr/ports/sysutils/lsof

# make install

>> 1sof 4.88D.freebsd.tar.gz doesn't seem to exist in /usr/ports/distfiles/.
>> Attempting to fetch from ftp://lsof.itap.purdue.edu/pub/tools/unix/1lsof/.
===> Extracting for lsof-4.88

[extraction output snipped]

>> Checksum 0K for lsof 4.88D.freebsd.tar.gz.
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===> Patching for lsof-4.88.d,8
===> Applying FreeBSD patches for 1sof-4.88.d,8
===> Configuring for 1sof-4.88.d,8

[configure output snipped]
===> Building for lsof-4.88.d,8

[compilation output snipped]

===> Installing for 1lsof-4.88.d,8
[installation output snipped]

===> Generating temporary packing list

===> (Compressing manual pages for lsof-4.88.d,8

===> Registering installation for lsof-4.88.d,8

===> SECURITY NOTE:
This port has installed the following binaries which execute with
increased privileges.

/usr/local/sbin/1lsof

#

Since lsof is a program that runs with increased privileges, a security warning is displayed as it is installed. Once
the installation is complete, the prompt will be returned.

Some shells keep a cache of the commands that are available in the directories listed in the PATH environment
variable, to speed up lookup operations for the executable file of these commands. Users of the tcsh shell should
type rehash so that a newly installed command can be used without specifying its full path. Use hash -r instead
for the sh shell. Refer to the documentation for the shell for more information.

During installation, a working subdirectory is created which contains all the temporary files used during compi-
lation. Removing this directory saves disk space and minimizes the chance of problems later when upgrading to
the newer version of the port:

# make clean
===> (leaning for lsof-88.d,8
#

Note
E To save this extra step, instead use make install clean when compiling the port.

4.5.1.1. Customizing Ports Installation

Some ports provide build options which can be used to enable or disable application components, provide security
options, or allow for other customizations. Examples include www/firefox, security/gpgme, and mail/sylpheed-
claws. If the port depends upon other ports which have configurable options, it may pause several times for user
interaction as the default behavior is to prompt the user to select options from a menu. To avoid this and do all of
the configuration in one batch, run make config-recursive within the port skeleton. Then, run make install
[clean] to compile and install the port.

Tip
; When using config-recursive, the list of ports to configure are gathered by the all-de-
pends-list target. It is recommended to run make config-recursive until all dependent
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ports options have been defined, and ports options screens no longer appear, to be certain
that all dependency options have been configured.

There are several ways to revisit a port's build options menu in order to add, remove, or change these options after
a port has been built. One method is to cd into the directory containing the port and type make config. Another
option is to use make showconfig. Another option is to execute make rmconfig which will remove all selected
options and allow you to start over. All of these options, and others, are explained in great detail in ports(7).

The ports system uses fetch(1) to download the source files, which supports various environment variables. The
FTP_PASSIVE MODE, FTP_PROXY, and FTP_PASSWORD variables may need to be set if the FreeBSD system is behind a
firewall or FTP/HTTP proxy. See fetch(3) for the complete list of supported variables.

For users who cannot be connected to the Internet all the time, make fetch canbe run within /usr/ports ,to fetch
all distfiles, or within a category, such as /usr/ports/net , or within the specific port skeleton. Note that if a port
has any dependencies, running this command in a category or ports skeleton will not fetch the distfiles of ports
from another category. Instead, use make fetch-recursive to also fetch the distfiles for all the dependencies of
a port.

In rare cases, such as when an organization has a local distfiles repository, the MASTER SITES variable can be used
to override the download locations specified in the Makefile. When using, specify the alternate location:

# cd /usr/ports/ directory

# make MASTER_SITE_OVERRIDE= \
ftp://ftp.organization.org/pub/FreeBSD/ports/distfiles/ fetch

The WRKDIRPREFIX and PREFIX variables can override the default working and target directories. For example:

# make WRKDIRPREFIX=/usr/home/example/ports install

will compile the port in /usr/home/example/ports and install everything under /usr/local.

# make PREFIX=/usr/home/example/local install

will compile the port in /usr/ports and install it in /usr/home/example/local . And:

# make WRKDIRPREFIX=../ports PREFIX=../local install
will combine the two.

These can also be set as environmental variables. Refer to the manual page for your shell for instructions on how
to set an environmental variable.

4.5.2. Removing Installed Ports

Installed ports can be uninstalled using pkg delete . Examples for using this command can be found in the pkg-
delete(8) manual page.

Alternately, make deinstall can be run in the port's directory:

# cd /usr/ports/sysutils/lsof

# make deinstall

===> Deinstalling for sysutils/lsof

===> Deinstalling

Deinstallation has been requested for the following 1 packages:

1lsof-4.88.d,8

The deinstallation will free 229 kB
[1/1] Deleting lsof-4.88.d,8... done
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It is recommended to read the messages as the port is uninstalled. If the port has any applications that depend
upon it, this information will be displayed but the uninstallation will proceed. In such cases, it may be better to
reinstall the application in order to prevent broken dependencies.

4.5.3. Upgrading Ports

Over time, newer versions of software become available in the Ports Collection. This section describes how to
determine which software can be upgraded and how to perform the upgrade.

To determine if newer versions of installed ports are available, ensure that the latest version of the ports tree is
installed, using the updating command described in either Procedure 4.1, “Portsnap Method” or Procedure 4.2,
“Subversion Method”. On FreeBSD 10 and later, or if the system has been converted to pkg, the following command
will list the installed ports which are out of date:

# pkg version -1 "<"
For FreeBSD 9.X and lower, the following command will list the installed ports that are out of date:

# pkg_version -1 "<"

Important

A Before attempting an upgrade, read /usr/ports/UPDATING from the top of the file to the date
closest to the last time ports were upgraded or the system was installed. This file describes
various issues and additional steps users may encounter and need to perform when updating
a port, including such things as file format changes, changes in locations of configuration
files, or any incompatibilities with previous versions. Make note of any instructions which
match any of the ports that need upgrading and follow these instructions when performing
the upgrade.

4.5.3.1. Tools to Upgrade and Manage Ports

The Ports Collection contains several utilities to perform the actual upgrade. Each has its strengths and weaknesses.

Historically, most installations used either Portmaster or Portupgrade. Synth is a newer alternative.

Note
S The choice of which tool is best for a particular system is up to the system administrator. It
is recommended practice to back up your data before using any of these tools.

4.5.3.2. Upgrading Ports Using Portmaster

ports-mgmt/portmaster is a very small utility for upgrading installed ports. It is designed to use the tools installed
with the FreeBSD base system without depending on other ports or databases. To install this utility as a port:

# cd /usr/ports/ports-mgmt/portmaster
# make install clean

Portmaster defines four categories of ports:

* Root port: has no dependencies and is not a dependency of any other ports.

100


https://www.freebsd.org/cgi/url.cgi?ports/ports-mgmt/portmaster/pkg-descr

Chapter 4. Installing Applications: Packages and Ports

+ Trunk port: has no dependencies, but other ports depend upon it.
+ Branch port: has dependencies and other ports depend upon it.
» Leaf port: has dependencies but no other ports depend upon it.

To list these categories and search for updates:

# portmaster -L
===>>> Root ports (No dependencies, not depended on)
===>>> ispell-3.2.06 18
===>>> screen-4.0.3

===>>> New version available: screen-4.0.3 1
===>>> tcpflow-0.21 1
===>>> 7 root ports

===>>> Branch ports (Have dependencies, are depended on)
===>>> gpache22-2.2.3

===>>> New version available: apache22-2.2.8
===>>> |Leaf ports (Have dependencies, not depended on)
===>>> automake-1.9.6 2
===>>> bash-3.1.17

===>>> New version available: bash-3.2.33
===>>> 32 leaf ports

===>>> 137 total installed ports
===>>> 83 have new versions available

This command is used to upgrade all outdated ports:

# portmaster -a

Note

E By default, Portmaster makes a backup package before deleting the existing port. If the in-
stallation of the new version is successful, Portmaster deletes the backup. Using -b instructs
Portmaster not to automatically delete the backup. Adding -i starts Portmaster in interac-
tive mode, prompting for confirmation before upgrading each port. Many other options are
available. Read through the manual page for portmaster(8) for details regarding their usage.

If errors are encountered during the upgrade process, add - f to upgrade and rebuild all ports:

# portmaster -af

Portmaster can also be used to install new ports on the system, upgrading all dependencies before building and
installing the new port. To use this function, specify the location of the port in the Ports Collection:

# portmaster shells/bash
More information about ports-mgmt/portmaster may be found in its pkg-descr.

4.5.3.3. Upgrading Ports Using Portupgrade

ports-mgmt/portupgrade is another utility that can be used to upgrade ports. 1t installs a suite of applications
which can be used to manage ports. However, it is dependent upon Ruby. To install the port:

# cd /usr/ports/ports-mgmt/portupgrade

101


https://www.FreeBSD.org/cgi/man.cgi?query=portmaster&sektion=8&manpath=freebsd-release-ports
https://www.freebsd.org/cgi/url.cgi?ports/ports-mgmt/portmaster/pkg-descr
https://www.freebsd.org/cgi/url.cgi?ports/ports-mgmt/portupgrade/pkg-descr

Ports and Disk Space

# make install clean

Before performing an upgrade using this utility, it is recommended to scan the list of installed ports using pkgdb
-F and to fix all the inconsistencies it reports.

To upgrade all the outdated ports installed on the system, use portupgrade -a. Alternately, include -1i to be asked
for confirmation of every individual upgrade:

# portupgrade -ai

To upgrade only a specified application instead of all available ports, use portupgrade pkgname. It is very important
to include -R to first upgrade all the ports required by the given application:

# portupgrade -R firefox

If -P is included, Portupgrade searches for available packages in the local directories listed in PKG_PATH. If none
are available locally, it then fetches packages from a remote site. If packages can not be found locally or fetched
remotely, Portupgrade will use ports. To avoid using ports entirely, specify -PP. This last set of options tells Por-
tupgrade to abort if no packages are available:

# portupgrade -PP gnome3

To just fetch the port distfiles, or packages, if -P is specified, without building or installing anything, use -F. For
further information on all of the available switches, refer to the manual page for portupgrade.

More information about ports-mgmt/portupgrade may be found in its pkg-descr.

4.5.4. Ports and Disk Space

Using the Ports Collection will use up disk space over time. After building and installing a port, running make clean
within the ports skeleton will clean up the temporary work directory. If Portmaster is used to install a port, it will
automatically remove this directory unless -K is specified. If Portupgrade is installed, this command will remove
all work directories found within the local copy of the Ports Collection:

# portsclean -C

In addition, outdated source distribution files accumulate in /usr/ports/distfiles over time. To use Portup-
grade to delete all the distfiles that are no longer referenced by any ports:

# portsclean -D

Portupgrade can remove all distfiles not referenced by any port currently installed on the system:

# portsclean -DD

If Portmaster is installed, use:

# portmaster --clean-distfiles
By default, this command is interactive and prompts the user to confirm if a distfile should be deleted.

In addition to these commands, ports-mgmt/pkg _cutleaves automates the task of removing installed ports that
are no longer needed.

4.6. Building Packages with Poudriere

Poudriere is a BSD-licensed utility for creating and testing FreeBSD packages. It uses FreeBSD jails to set up isolated
compilation environments. These jails can be used to build packages for versions of FreeBSD that are different
from the system on which it is installed, and also to build packages for 1386 if the host is an amd64 system. Once
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the packages are built, they are in a layout identical to the official mirrors. These packages are usable by pkg(8)
and other package management tools.

Poudriere is installed using the ports-mgmt/poudriere package or port. The installation includes a sample config-
uration file /usr/local/etc/poudriere.conf.sample . Copy this file to /usr/local/etc/poudriere.conf . Edit
the copied file to suit the local configuration.

While ZFS is not required on the system running poudriere, it is beneficial. When ZFS is used, ZPOOL must be
specified in /usr/local/etc/poudriere.conf and FREEBSD HOST should be set to a nearby mirror. Defining
CCACHE DIR enables the use of devel/ccache to cache compilation and reduce build times for frequently-compiled
code. It may be convenient to put poudriere datasets in an isolated tree mounted at /poudriere . Defaults for the
other configuration values are adequate.

The number of processor cores detected is used to define how many builds will run in parallel. Supply enough
virtual memory, either with RAM or swap space. If virtual memory runs out, the compilation jails will stop and be
torn down, resulting in weird error messages.

4.6.1. Initialize Jails and Port Trees

After configuration, initialize poudriere so that it installs a jail with the required FreeBSD tree and a ports tree.
Specify a name for the jail using -j and the FreeBSD version with -v. On systems running FreeBSD/amdé4, the
architecture can be set with -a to either 1386 or amd64. The default is the architecture shown by uname.

# poudriere jail -c -j 1lamd64 -v 11.4-RELEASE

[00:00:00] Creating 1lamd64 fs at /poudriere/jails/1lamd64... done

[00:00:00] Using pre-distributed MANIFEST for FreeBSD 11.4-RELEASE amd64
[00:00:00] Fetching base for FreeBSD 11.4-RELEASE amd64
/poudriere/jails/1lamd64/fromftp/base.txz 125 MB 4110 kBps 31s
[00:00:33] Extracting base... done

[00:00:54] Fetching src for FreeBSD 11.4-RELEASE amd64
/poudriere/jails/1lamd64/fromftp/src.txz 154 MB 4178 kBps 38s
[00:01:33] Extracting src... done

[00:02:31] Fetching 1ib32 for FreeBSD 11.4-RELEASE amd64
/poudriere/jails/1lamd64/fromftp/1ib32.txz 24 MB 3969 kBps 06s
[00:02:38] Extracting lib32... done

[00:02:42] Cleaning up... done

[00:02:42] Recording filesystem state for clean... done

[00:02:42] Upgrading using ftp

/etc/resolv.conf -> /poudriere/jails/1lamd64/etc/resolv.conf

Looking up update.FreeBSD.org mirrors... 3 mirrors found.

Fetching public key from update4.freebsd.org... done.

Fetching metadata signature for 11.4-RELEASE from update4.freebsd.org... done.

Fetching metadata index... done.

Fetching 2 metadata files... done.

Inspecting system... done.

Preparing to download files... done.

Fetching 124

patches..... 10....20....30....40....50....60....70....80....90....100....110....120..
done.

Applying patches... done.

Fetching 6 files... done.

The following files will be added as part of updating to
11.4-RELEASE-pl:

/usr/src/contrib/unbound/.github
/usr/src/contrib/unbound/.github/FUNDING.yml
/usr/src/contrib/unbound/contrib/drop2rpz
/usr/src/contrib/unbound/contrib/unbound portable.service.in
/usr/src/contrib/unbound/services/rpz.c
/usr/src/contrib/unbound/services/rpz.h
/usr/src/lib/1libc/tests/gen/spawnp _enoexec.sh

The following files will be updated as part of updating to
11.4-RELEASE-pl:

[..]

Installing updates...Scanning //usr/share/certs/blacklisted for certificates...
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Scanning //usr/share/certs/trusted for certificates...

done.

11.4-RELEASE-pl

[00:04:06] Recording filesystem state for clean... done
[00:04:07] Jail 1lamd64 11.4-RELEASE-pl amd64 is ready to be used

# poudriere ports -c -p local -m svn+https
[00:00:00] Creating local fs at /poudriere/ports/local... done
[00:00:00] Checking out the ports tree... done

On a single computer, poudriere can build ports with multiple configurations, in multiple jails, and from differ-
ent port trees. Custom configurations for these combinations are called sets. See the CUSTOMIZATION section of
poudriere(8) for details after ports-mgmt/poudriere or ports-mgmt/poudriere-devel is installed.

The basic configuration shown here puts a single jail-, port-, and set-specific make.conf in /usr/local/etc/
poudriere.d . The filename in this example is created by combining the jail name, port name, and set name:
1lamd64-local-workstation -make.conf . The system make.conf and this new file are combined at build time to
create the make.conf used by the build jail.

Packages to be built are entered in 11amd64- local-workstation -pkglist:
editors/emacs

devel/git

ports-mgmt/pkg

Options and dependencies for the specified ports are configured:

# poudriere options -j 1lamd64 -p local -z workstation -f 1lamd64-local-workstation-pkglist

Finally, packages are built and a package repository is created:

# poudriere bulk -j 1lamd64 -p local -z workstation -f 1lamd64-local-workstation-pkglist

While running, pressing Ctrl+t displays the current state of the build. Poudriere also builds files in /poudriere/
logs/bulk/ jailname that can be used with a web server to display build information.

After completion, the new packages are now available for installation from the poudriere repository.

For more information on using poudriere, see poudriere(8) and the main web site, https://github.com/freeb-
sd/poudriere/wiki.

4.6.2. Configuring pkg Clients to Use a Poudriere Repository

While it is possible to use both a custom repository along side of the official repository, sometimes it is useful to
disable the official repository. This is done by creating a configuration file that overrides and disables the official
configuration file. Create /usr/local/etc/pkg/repos/FreeBSD.conf that contains the following;

FreeBSD: {
enabled: no

}

Usually it is easiest to serve a poudriere repository to the client machines via HTTP. Set up a webserver to serve
up the package directory, for instance: /usr/local/poudriere/data/packages/ 1lamd64,where 11amd64 is the
name of the build.

If the URL to the package repository is: http://pkg.example.com/11amd64 , then the repository configuration file
in /usr/local/etc/pkg/repos/custom.conf would look like:

custom: {

url: "http://pkg.example.com/1lamd64 ",
enabled: yes,
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4.7. Post-Installation Considerations

Regardless of whether the software was installed from a binary package or port, most third-party applications
require some level of configuration after installation. The following commands and locations can be used to help
determine what was installed with the application.

+ Most applications install at least one default configuration file in /usr/local/etc . In cases where an application
has a large number of configuration files, a subdirectory will be created to hold them. Often, sample configura-
tion files are installed which end with a suffix such as .sample. The configuration files should be reviewed and
possibly edited to meet the system's needs. To edit a sample file, first copy it without the . sample extension.

« Applications which provide documentation will install it into /usr/local/share/doc and many applications
also install manual pages. This documentation should be consulted before continuing.

+ Some applications run services which must be added to /etc/rc. conf before starting the application. These ap-
plications usually install a startup script in /usr/local/etc/rc.d . See Starting Services for more information.

K

Note

By design, applications do not run their startup script upon installation, nor do they run
their stop script upon deinstallation or upgrade. This decision is left to the individual sys-
tem administrator.

+ Users of csh(1) should run rehash to rebuild the known binary list in the shells PATH.

+ Use pkg info to determine which files, man pages, and binaries were installed with the application.

4.8. Dealing with Broken Ports

When a port does not build or install, try the following:

1. Search to see if there is a fix pending for the port in the Problem Report database. If so, implementing the
proposed fix may fix the issue.

2. Ask the maintainer of the port for help. Type make maintainer in the ports skeleton or read the port's Makefile
to find the maintainer's email address. Remember to include the $FreeBSD: line from the port's Makefile and
the output leading up to the error in the email to the maintainer.

K

Note

Some ports are not maintained by an individual but instead by a group maintainer rep-
resented by a mailing list. Many, but not all, of these addresses look like <freebsd- list-
name@F reeBSD . org>. Please take this into account when sending an email.

In particular, ports maintained by <ports@FreeBSD.org> are not maintained by a specif-
ic individual. Instead, any fixes and support come from the general community who sub-
scribe to that mailing list. More volunteers are always needed!
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If there is no response to the email, use Bugzilla to submit a bug report using the instructions in Writing FreeBSD
Problem Reports.

. Fix it! The Porter's Handbook includes detailed information on the ports infrastructure so that you can fix the

occasional broken port or even submit your own!

. Install the package instead of the port using the instructions in Section 4.4, “Using pkg for Binary Package

Management”.
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5.1. Synopsis

An installation of FreeBSD using bsdinstall does not automatically install a graphical user interface. This chapter
describes how to install and configure Xorg, which provides the open source X Window System used to provide a
graphical environment. It then describes how to find and install a desktop environment or window manager.

Note
@ Users who prefer an installation method that automatically configures the Xorg should refer
to GhostBSD, MidnightBSD or NomadBSD.

For more information on the video hardware that Xorg supports, refer to the x.org website.
After reading this chapter, you will know:

+ The various components of the X Window System, and how they interoperate.

* How to install and configure Xorg.

* How to install and configure several window managers and desktop environments.
 How to use TrueType® fonts in Xorg.

+ How to set up your system for graphical logins (XDM).

Before reading this chapter, you should:

+ Know how to install additional third-party software as described in Chapter 4, Installing Applications: Packages
and Ports.

5.2. Terminology

While it is not necessary to understand all of the details of the various components in the X Window System and
how they interact, some basic knowledge of these components can be useful.

X server
X was designed from the beginning to be network-centric, and adopts a “client-server” model. In this mod-
el, the “X server” runs on the computer that has the keyboard, monitor, and mouse attached. The server's
responsibility includes tasks such as managing the display, handling input from the keyboard and mouse, and
handling input or output from other devices such as a tablet or a video projector. This confuses some people,
because the X terminology is exactly backward to what they expect. They expect the “X server” to be the big
powerful machine down the hall, and the “X client” to be the machine on their desk.

X client
Each X application, such as XTerm or Firefox, is a “client”. A client sends messages to the server such as “Please
draw a window at these coordinates”, and the server sends back messages such as “The user just clicked on
the OK button”.

In a home or small office environment, the X server and the X clients commonly run on the same computer.
It is also possible to run the X server on a less powerful computer and to run the X applications on a more
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powerful system. In this scenario, the communication between the X client and server takes place over the
network.

window manager

X does not dictate what windows should look like on-screen, how to move them around with the mouse, which
keystrokes should be used to move between windows, what the title bars on each window should look like,
whether or not they have close buttons on them, and so on. Instead, X delegates this responsibility to a sep-
arate window manager application. There are dozens of window managers available. Each window manager
provides a different look and feel: some support virtual desktops, some allow customized keystrokes to man-
age the desktop, some have a “Start” button, and some are themeable, allowing a complete change of the
desktop's look-and-feel. Window managers are available in the x11-wm category of the Ports Collection.

Each window manager uses a different configuration mechanism. Some expect configuration file written by
hand while others provide graphical tools for most configuration tasks.

desktop environment

KDE and GNOME are considered to be desktop environments as they include an entire suite of applications for
performing common desktop tasks. These may include office suites, web browsers, and games.

focus policy

The window manager is responsible for the mouse focus policy. This policy provides some means for choosing
which window is actively receiving keystrokes and it should also visibly indicate which window is currently
active.

One focus policy is called “click-to-focus”. In this model, a window becomes active upon receiving a mouse
click. In the “focus-follows-mouse” policy, the window that is under the mouse pointer has focus and the focus
is changed by pointing at another window. If the mouse is over the root window, then this window is focused.
In the “sloppy-focus” model, if the mouse is moved over the root window, the most recently used window still
has the focus. With sloppy-focus, focus is only changed when the cursor enters a new window, and not when
exiting the current window. In the “click-to-focus” policy, the active window is selected by mouse click. The
window may then be raised and appear in front of all other windows. All keystrokes will now be directed to
this window, even if the cursor is moved to another window.

Different window managers support different focus models. All of them support click-to-focus, and the ma-
jority of them also support other policies. Consult the documentation for the window manager to determine
which focus models are available.

widgets

Widget is a term for all of the items in the user interface that can be clicked or manipulated in some way. This
includes buttons, check boxes, radio buttons, icons, and lists. A widget toolkit is a set of widgets used to create
graphical applications. There are several popular widget toolkits, including Qt, used by KDE, and GTK+, used
by GNOME. As a result, applications will have a different look and feel, depending upon which widget toolkit
was used to create the application.

5.3. Installing Xorg

On FreeBSD, Xorg can be installed as a package or port.

The binary package can be installed quickly but with fewer options for customization:

# pkg install xorg

To build and install from the Ports Collection:

# cd /usr/ports/x11/xorg
# make install clean
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Either of these installations results in the complete Xorg system being installed. Binary packages are the best
option for most users.

A smaller version of the X system suitable for experienced users is available in x11/xorg-minimal. Most of the
documents, libraries, and applications will not be installed. Some applications require these additional components
to function.

5.4. Xorg Configuration

Originally contributed by Warren Block.

5.4.1. Quick Start

Xorg supports most common video cards, keyboards, and pointing devices.

Tip

; Video cards, monitors, and input devices are automatically detected and do not require any
manual configuration. Do not create xorg.conf or run a -configure step unless automatic
configuration fails.

1. If Xorg has been used on this computer before, move or remove any existing configuration files:

# mv /etc/X11/xorg.conf ~/xorg.conf.etc
# mv /usr/local/etc/X11/xorg.conf ~/xorg.conf.localetc

2. Addthe user who will run Xorg to the video or wheel group to enable 3D acceleration when available. To add
user jru to whichever group is available:

# pw groupmod video -m jru || pw groupmod wheel -m jru
3. The twm window manager is included by default. It is started when Xorg starts:

% startx

4. Onsome older versions of FreeBSD, the system console must be set to vt(4) before switching back to the text
console will work properly. See Section 5.4.3, “Kernel Mode Setting (KMS)”.

5.4.2. User Group for Accelerated Video

Access to /dev/dri is needed to allow 3D acceleration on video cards. It is usually simplest to add the user who
will be running X to either the video or wheel group. Here, pw(8) is used to add user slurms to the video group,
or to the wheel group if there is no video group:

# pw groupmod video -m slurms || pw groupmod wheel -m slurms

5.4.3. Kernel Mode Setting (KMS)

When the computer switches from displaying the console to a higher screen resolution for X, it must set the video
output mode. Recent versions of Xorg use a system inside the kernel to do these mode changes more efficiently.
Older versions of FreeBSD use sc(4), which is not aware of the KMS system. The end result is that after closing X,
the system console is blank, even though it is still working. The newer vt(4) console avoids this problem.

Add this line to /boot/loader.conf to enable vt(4):

kern.vty=vt
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5.4.4. Configuration Files

Manual configuration is usually not necessary. Please do not manually create configuration files unless autocon-
figuration does not work.

5.4.4.1. Directory

Xorg looks in several directories for configuration files. /usr/local/etc/X11/ is the recommended directory for
these files on FreeBSD. Using this directory helps keep application files separate from operating system files.

Storing configuration files in the legacy /etc/X11/ still works. However, this mixes application files with the base
FreeBSD files and is not recommended.

5.4.4.2. Single or Multiple Files

It is easier to use multiple files that each configure a specific setting than the traditional single xorg. conf . These
files are stored in the xorg. conf.d/ subdirectory of the main configuration file directory. The full path is typically
/usr/local/etc/X11/xorg.conf.d/ .

Examples of these files are shown later in this section.

The traditional single xorg. conf still works, but is neither as clear nor as flexible as multiple files in the xorg. con-
f.d/ subdirectory.

5.4.5. Video Cards

Because of changes made in recent versions of FreeBSD, it is now possible to use graphics drivers provided by the
Ports framework or as packages. As such, users can use one of the following drivers available from graphics/drm-
kmod.

Intel KMS driver, Radeon KMS driver, AMD KMS driver
2D and 3D acceleration is supported on most Intel KMS driver graphics cards provided by Intel®.

Driver name: 1915kms

2D and 3D acceleration is supported on most older Radeon KMS driver graphics cards provided by AMD®.
Driver name: radeonkms

2D and 3D acceleration is supported on most newer AMD KMS driver graphics cards provided by AMD®..
Driver name: amdgpu

For reference, please see https://en.wikipedia.org/wiki/List_of_Intel_graphics_processing _units or https://
en.wikipedia.org/wiki/List_of AMD_graphics_processing_units for a list of supported GPUs.

Intel®
3D acceleration is supported on most Intel® graphics up to Ivy Bridge (HD Graphics 2500, 4000, and P4000),
including Iron Lake (HD Graphics) and Sandy Bridge (HD Graphics 2000).

Driver name: intel
For reference, see https://en.wikipedia.org/wiki/List_of_Intel_graphics_processing_units.

AMD® Radeon
2D and 3D acceleration is supported on Radeon cards up to and including the HD6000 series.

Driver name: radeon

For reference, see https://en.wikipedia.org/wiki/List_of AMD_graphics_processing_units.
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NVIDIA
Several NVIDIA drivers are available in the x11 category of the Ports Collection. Install the driver that matches
the video card.

For reference, see https://en.wikipedia.org/wiki/List_of Nvidia_graphics_processing units.

Hybrid Combination Graphics
Some notebook computers add additional graphics processing units to those built into the chipset or proces-
sor. Optimus combines Intel® and NVIDIA hardware. Switchable Graphics or Hybrid Graphics are a combination
of an Intel® or AMD® processor and an AMD® Radeon GPU.

Implementations of these hybrid graphics systems vary, and Xorg on FreeBSD is not able to drive all versions
of them.

Some computers provide a BIOS option to disable one of the graphics adapters or select a discrete mode which
can be used with one of the standard video card drivers. For example, it is sometimes possible to disable the
NVIDIA GPU in an Optimus system. The Intel® video can then be used with an Intel® driver.

BIOS settings depend on the model of computer. In some situations, both GPUs can be left enabled, but creat-
ing a configuration file that only uses the main GPU in the Device section is enough to make such a system
functional.

Other Video Cards
Drivers for some less-common video cards can be found in the x11-drivers directory of the Ports Collection.

Cards that are not supported by a specific driver might still be usable with the x11-drivers/xf86-video-vesa
driver. This driver is installed by x11/xorg. It can also be installed manually as x11-drivers/xf86-video-vesa.
Xorg attempts to use this driver when a specific driver is not found for the video card.

x11-drivers/xf86-video-scfb is a similar nonspecialized video driver that works on many UEF1 and ARM® com-
puters.

Setting the Video Driver in a File
To set the Intel® driver in a configuration file:

Example 5.1. Select Intel® Video Driver in a File
/usr/local/etc/X11/xorg.conf.d/driver-intel.conf

Section "Device"
Identifier "Card0"

Driver "intel"
# BusID "PCI:1:0:0"
EndSection

If more than one video card is present, the BusID identifier can be uncommented and set to select the
desired card. A list of video card bus IDs can be displayed with pciconf -1v | grep -B3 display.

To set the Radeon driver in a configuration file:

Example 5.2. Select Radeon Video Driver in a File

/usr/local/etc/X11/xorg.conf.d/driver-radeon.conf
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To set the VESA driver in a configuration file:

Example 5.3. Select VESA Video Driver in a File

/usr/local/etc/X11/xorg.conf.d/driver-vesa.conf

To set the scfb driver for use with a UEFI or ARM® computer:

Example 5.4. Select scb Video Driver in a File

/usr/local/etc/X11/xorg.conf.d/driver-scfb.conf

5.4.6. Monitors

Almost all monitors support the Extended Display Identification Data standard (EDID). Xorg uses EDID to commu-
nicate with the monitor and detect the supported resolutions and refresh rates. Then it selects the most appropri-
ate combination of settings to use with that monitor.

Other resolutions supported by the monitor can be chosen by setting the desired resolution in configuration files,
or after the X server has been started with xrandr(1).

Using xrandr(1)
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Run xrandr(1) without any parameters to see a list of video outputs and detected monitor modes:



https://www.FreeBSD.org/cgi/man.cgi?query=xrandr&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=xrandr&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=xrandr&sektion=1&manpath=freebsd-release-ports

Chapter 5. The X Window System

640x480 75.00 60.00

720x400 70.08
DisplayPort-0 disconnected (normal left inverted right x axis y axis)
HDMI-0 disconnected (normal left inverted right x axis y axis)

This shows that the DVI-0 output is being used to display a screen resolution of 1920x1200 pixels at a refresh
rate of about 60 Hz. Monitors are not attached to the DisplayPort-0 and HDMI-0 connectors.

Any of the other display modes can be selected with xrandr(1). For example, to switch to 1280x1024 at 60 Hz:

% xrandr --mode 1280x1024 --rate 60
A common task is using the external video output on a notebook computer for a video projector.

The type and quantity of output connectors varies between devices, and the name given to each output varies
from driver to driver. What one driver calls HDMI- 1, another might call HDMI1. So the first step is to run xran-
dr(1) to list all the available outputs:

% xrandr
Screen 0: minimum 320 x 200, current 1366 x 768, maximum 8192 x 8192
LVDS1 connected 1366x768+0+0 (normal left inverted right x axis y axis) 344mm x 193mm

1366x768 60.04*+
1024x768 60.00
800x600 60.32 56.25
640x480 59.94
VGA1l connected (normal left inverted right x axis y axis)
1280x1024 60.02 + 75.02
1280x960 60.00
1152x864 75.00
1024x768 75.08 70.07 60.00
832x624 74 .55
800x600 72.19 75.00 60.32 56.25
640x480 75.00 72.81 66.67 60.00
720x400 70.08

HDMI1 disconnected (normal left inverted right x axis y axis)
DP1 disconnected (normal left inverted right x axis y axis)

Four outputs were found: the built-in panel LVDS1, and external VGA1, HDMI1, and DP1 connectors.

The projector has been connected to the VGAL output. xrandr(1) is now used to set that output to the native
resolution of the projector and add the additional space to the right side of the desktop:

% xrandr --output VGAl --auto --right-of LVDS1

--auto chooses the resolution and refresh rate detected by EDID. If the resolution is not correctly detected,
a fixed value can be given with - -mode instead of the - -auto statement. For example, most projectors can be
used with a 1024x768 resolution, which is set with --mode 1024x768 .

xrandr(1) is often run from .xinitrc to set the appropriate mode when X starts.

Setting Monitor Resolution in a File
To set a screen resolution of 1024x768 in a configuration file:

Example 5.5. Set Screen Resolution in a File
/usr/local/etc/X11/xorg.conf.d/screen-resolution.conf

Section "Screen"
Identifier "Screen@"
Device "Card0"
SubSection "Display"

113


https://www.FreeBSD.org/cgi/man.cgi?query=xrandr&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=xrandr&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=xrandr&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=xrandr&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=xrandr&sektion=1&manpath=freebsd-release-ports

Input Devices

Modes "1024x768"
EndSubSection
EndSection

The few monitors that do not have EDID can be configured by setting HorizSync and VertRefresh to the range
of frequencies supported by the monitor.

Example 5.6. Manually Setting Monitor Frequencies

/usr/local/etc/X11/xorg.conf.d/monitor@-freq.conf

Section "Monitor"
Identifier "Monitor@"
HorizSync 30-83 # kHz
VertRefresh 50-76 # Hz

EndSection

5.4.7. Input Devices

5.4.7.1. Keyboards

Keyboard Layout
The standardized location of keys on a keyboard is called a layout. Layouts and other adjustable parameters
are listed in xkeyboard-config(7).

A United States layout is the default. To select an alternate layout, set the XkbLayout and XkbVariant options
in an InputClass. This will be applied to all input devices that match the class.

This example selects a French keyboard layout.

Example 5.7. Setting a Keyboard Layout
/usr/local/etc/X11/xorg.conf.d/keyboard-fr.conf

Section "InputClass"
Identifier "KeyboardDefaults"
MatchIsKeyboard "on"

Option "XkbLayout" "fr"

EndSection

Example 5.8. Setting Multiple Keyboard Layouts

Set United States, Spanish, and Ukrainian keyboard layouts. Cycle through these layouts by pressing
Alt+Shift. x11/xxkb or x11/sbxkb can be used for improved layout switching control and current lay-
out indicators.

/usr/local/etc/X11/xorg.conf.d/kbd-layout-multi.conf
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Section "InputClass"

Identifier "All Keyboards"
MatchIsKeyboard "yes"

Option "XkbLayout" "us, es, ua"
EndSection

Closing Xorg From the Keyboard
X can be closed with a combination of keys. By default, that key combination is not set because it conflicts
with keyboard commands for some applications. Enabling this option requires changes to the keyboard In-
putDevice section:

Example 5.9. Enabling Keyboard Exit from X
/usr/local/etc/X11/xorg.conf.d/keyboard-zap.conf

Section "InputClass"

Identifier "KeyboardDefaults"

MatchIsKeyboard "on"

Option "XkbOptions" "terminate:ctrl alt bksp"
EndSection

5.4.7.2. Mice and Pointing Devices

Important
A If using xorg-server 1.20.8 or later under FreeBSD 12.1 and not using moused(8), add
kern.evdev.rcpt_mask=12 to /etc/sysctl.conf

Many mouse parameters can be adjusted with configuration options. See mousedrv(4) for a full list.

Mouse Buttons
The number of buttons on a mouse can be set in the mouse InputDevice section of xorg.conf . To set the
number of buttons to 7:

Example 5.10. Setting the Number of Mouse Buttons
/usr/local/etc/X11/xorg.conf.d/mouse@-buttons.conf

Section "InputDevice"
Identifier "Mouse0®"
Option "Buttons" "7"

EndSection

5.4.8. Manual Configuration

In some cases, Xorg autoconfiguration does not work with particular hardware, or a different configuration is
desired. For these cases, a custom configuration file can be created.
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Warning
O Do not create manual configuration files unless required. Unnecessary manual configuration
can prevent proper operation.

A configuration file can be generated by Xorg based on the detected hardware. This file is often a useful starting
point for custom configurations.

Generating an xorg.conf :

# Xorg -configure

The configuration file is saved to /root/xorg.conf.new. Make any changes desired, then test that file (using -
retro so there is a visible background) with:

# Xorg -retro -config /root/xorg.conf.new

After the new configuration has been adjusted and tested, it can be split into smaller files in the normal location,
/usr/local/etc/X11/xorg.conf.d/ .

5.5. Using Fonts in Xorg
5.5.1. Type1 Fonts

The default fonts that ship with Xorg are less than ideal for typical desktop publishing applications. Large pre-
sentation fonts show up jagged and unprofessional looking, and small fonts are almost completely unintelligible.
However, there are several free, high quality Typel (PostScript®) fonts available which can be readily used with
Xorg. For instance, the URW font collection (x11-fonts/urwfonts) includes high quality versions of standard typel
fonts (Times Roman®, Helvetica®, Palatino® and others). The Freefonts collection (x11-fonts/freefonts) includes
many more fonts, but most of them are intended for use in graphics software such as the Gimp, and are not com-
plete enough to serve as screen fonts. In addition, Xorg can be configured to use TrueType® fonts with a minimum
of effort. For more details on this, see the X(7) manual page or Section 5.5.2, “TrueType® Fonts”.

To install the above Type1 font collections from binary packages, run the following commands:

# pkg install urwfonts

Alternatively, to build from the Ports Collection, run the following commands:

# cd /usr/ports/x11-fonts/urwfonts
# make install clean

And likewise with the freefont or other collections. To have the X server detect these fonts, add an appropriate
line to the X server configuration file (/etc/X11/xorg.conf ), which reads:

FontPath "/usr/local/share/fonts/urwfonts/"

Alternatively, at the command line in the X session run:

% xset fp+ /usr/local/share/fonts/urwfonts
% xset fp rehash

This will work but will be lost when the X session is closed, unless it is added to the startup file (~/.xinitrc for
anormal startx session, or ~/.xsession when logging in through a graphical login manager like XDM). A third
way is to use the new /usr/local/etc/fonts/local.conf asdemonstrated in Section 5.5.3, “Anti-Aliased Fonts”.
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5.5.2. TrueType® Fonts

Xorg has built in support for rendering TrueType® fonts. There are two different modules that can enable this
functionality. The freetype module is used in this example because it is more consistent with the other font ren-
dering back-ends. To enable the freetype module just add the following line to the "Module" section of /etc/X11/
xorg.conf .

Load "freetype"

Now make a directory for the TrueType® fonts (for example, /usr/local/share/fonts/TrueType ) and copy all
of the TrueType® fonts into this directory. Keep in mind that TrueType® fonts cannot be directly taken from an
Apple® Mac®; they must be in UNIX®/MS-DOS®/Windows® format for use by Xorg. Once the files have been
copied into this directory, use mkfontscale to create a fonts.dir, so that the X font renderer knows that these
new files have been installed. mkfontscale can be installed as a package:

# pkg install mkfontscale

Then create an index of X font files in a directory:

# cd /usr/local/share/fonts/TrueType
# mkfontscale

Now add the TrueType® directory to the font path. This is just the same as described in Section 5.5.1, “Typel Fonts”:

% xset fp+ /usr/local/share/fonts/TrueType
% xset fp rehash

or add a FontPath line to xorg.conf .

Now Gimp, LibreOffice, and all of the other X applications should now recognize the installed TrueType® fonts.
Extremely small fonts (as with text in a high resolution display on a web page) and extremely large fonts (within
LibreOffice) will look much better now.

5.5.3. Anti-Aliased Fonts

All fonts in Xorg that are found in /usr/local/share/fonts/ and ~/.fonts/ are automatically made available
for anti-aliasing to Xft-aware applications. Most recent applications are Xft-aware, including KDE, GNOME, and
Firefox.

To control which fonts are anti-aliased, or to configure anti-aliasing properties, create (or edit, if it already exists)
the file /usr/local/etc/fonts/local.conf . Several advanced features of the Xft font system can be tuned using
this file; this section describes only some simple possibilities. For more details, please see fonts-conf(5).

This file must be in XML format. Pay careful attention to case, and make sure all tags are properly closed. The file
begins with the usual XML header followed by a DOCTYPE definition, and then the <fontconfig> tag:

<?xml version="1.0"?>

<!DOCTYPE fontconfig SYSTEM "fonts.dtd">
<fontconfig>

As previously stated, all fonts in /usr/local/share/fonts/ as well as ~/.fonts/ are already made available to
Xft-aware applications. To add another directory outside of these two directory trees, add a line like this to /usr/
local/etc/fonts/local.conf :

<dir>/path/to/my/fonts</dir>

After adding new fonts, and especially new font directories, rebuild the font caches:

# fc-cache -f
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Anti-aliasing makes borders slightly fuzzy, which makes very small text more readable and removes “staircases”
from large text, but can cause eyestrain if applied to normal text. To exclude font sizes smaller than 14 point from
anti-aliasing, include these lines:

Spacing for some monospaced fonts might also be inappropriate with anti-aliasing. This seems to be an issue with
KDE, in particular. One possible fix is to force the spacing for such fonts to be 100. Add these lines:

(this aliases the other common names for fixed fonts as "mono" ), and then add:

Certain fonts, such as Helvetica, may have a problem when anti-aliased. Usually this manifests itself as a font that
seems cut in half vertically. At worst, it may cause applications to crash. To avoid this, consider adding the following
to local.conf:
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After editing local.conf, make certain to end the file with the </fontconfig> tag. Not doing this will cause
changes to be ignored.

Users can add personalized settings by creating their own ~/.config/fontconfig/fonts.conf . This file uses the
same XML format described above.

One last point: with an LCD screen, sub-pixel sampling may be desired. This basically treats the (horizontally sep-
arated) red, green and blue components separately to improve the horizontal resolution; the results can be dra-
matic. To enable this, add the line somewhere in local. conf:

<match target="font">
<test qual="all" name="rgba">
<const>unknown</const>

</test>

<edit name="rgba" mode="assign">
<const>rgbh</const>

</edit>
</match>

Note
@ Depending on the sort of display, rgb may need to be changed to bgr, vrgb or vbgr: experi-
ment and see which works best.

5.6. The X Display Manager

Originally contributed by Seth Kingsley.

Xorg provides an X Display Manager, XDM, which can be used for login session management. XDM provides a
graphical interface for choosing which display server to connect to and for entering authorization information
such as a login and password combination.

This section demonstrates how to configure the X Display Manager on FreeBSD. Some desktop environments pro-
vide their own graphical login manager. Refer to Section 5.7.1, “GNOME” for instructions on how to configure the
GNOME Display Manager and Section 5.7.2, “KDE” for instructions on how to configure the KDE Display Manager.

5.6.1. Configuring XDM

To install XDM, use the x11/xdm package or port. Once installed, XDM can be configured to run when the machine
boots up by editing this entry in /etc/ttys :

ttyv8 "/usr/local/bin/xdm -nodaemon" xterm off secure

Change the of f to on and save the edit. The ttyv8 in this entry indicates that XDM will run on the ninth virtual
terminal.

The XDM configuration directory is located in /usr/local/etc/X11/xdm . This directory contains several files used
to change the behavior and appearance of XDM, as well as a few scripts and programs used to set up the desktop
when XDM is running. Table 5.1, “XDM Configuration Files” summarizes the function of each of these files. The
exact syntax and usage of these files is described in xdm(1).

Table 5.1. XDM Configuration Files

File ‘ Description

Xaccess The protocol for connecting to XDM is called the X Dis-

play Manager Connection Protocol (XDMCP). This file
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File

Description

is a client authorization ruleset for controlling XDMCP
connections from remote machines. By default, this file
does not allow any remote clients to connect.

Xresources

This file controls the look and feel of the XDM display
chooser and login screens. The default configuration is
a simple rectangular login window with the hostname
of the machine displayed at the top in a large font and
“Login:” and “Password:” prompts below. The format of
this file is identical to the app-defaults file described in
the Xorg documentation.

Xservers

The list of local and remote displays the chooser should
provide as login choices.

Xsession

Default session script for logins which is run by XDM af-
ter a user has logged in. This points to a customized ses-
sion script in ~/.xsession.

Xsetup *

Script to automatically launch applications before dis-
playing the chooser or login interfaces. There is a script
for each display being used, named Xsetup *, where * is
the local display number. Typically these scripts run one
or two programs in the background such as xconsole.

xdm-config

Global configuration for all displays running on this ma-
chine.

xdm-errors

Contains errors generated by the server program. If a
display that XDM is trying to start hangs, look at this file
for error messages. These messages are also written to
the user's ~/.xsession-errors on a per-session basis.

xdm-pid

5.6.2. Configuring Remote Access

The running process ID of XDM.

By default, only users on the same system can login using XDM. To enable users on other systems to connect to
the display server, edit the access control rules and enable the connection listener.

To configure XDM to listen for any remote connection, comment out the DisplayManager . requestPort line in /
usr/local/etc/X11/xdm/xdm-config by puttinga ! in front of it:

I SECURITY: do not listen for XDMCP or Chooser requests
! Comment out this line if you want to manage X terminals with xdm

DisplayManager.requestPort: 0

Save the edits and restart XDM. To restrict remote access, look at the example entries in /usr/local/etc/X11/
xdm/Xaccess and refer to xdm(1) for further information.

5.7. Desktop Environments

Contributed by Valentino Vaschetto.

This section describes how to install three popular desktop environments on a FreeBSD system. A desktop envi-
ronment can range from a simple window manager to a complete suite of desktop applications. Over a hundred
desktop environments are available in the x11-wm category of the Ports Collection.

5.7.1. GNOME
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GNOME is a user-friendly desktop environment. It includes a panel for starting applications and displaying status, a
desktop, a set of tools and applications, and a set of conventions that make it easy for applications to cooperate and
be consistent with each other. More information regarding GNOME on FreeBSD can be found at https://www.Free-
BSD.org/gnome. That web site contains additional documentation about installing, configuring, and managing
GNOME on FreeBSD.

This desktop environment can be installed from a package:

# pkg install gnome3

To instead build GNOME from ports, use the following command. GNOME is a large application and will take some
time to compile, even on a fast computer.

# cd /usr/ports/x11/gnome3
# make install clean

GNOME requires /proc to be mounted. Add this line to /etc/fstab to mount this file system automatically during
system startup:

proc /proc procfs rw 0 0

GNOME uses D-Bus and HAL for a message bus and hardware abstraction. These applications are automatically
installed as dependencies of GNOME. Enable them in /etc/rc.conf so they will be started when the system boots:

dbus_enable="YES"
hald enable="YES"

After installation, configure Xorg to start GNOME. The easiest way to do this is to enable the GNOME Display Man-
ager, GDM, which is installed as part of the GNOME package or port. It can be enabled by adding this line to /etc/
rc.conf:

gdm_enable="YES"

It is often desirable to also start all GNOME services. To achieve this, add a second line to /etc/rc. conf :
gnome_enable="YES"

GDM will start automatically when the system boots.

A second method for starting GNOME is to type startx from the command-line after configuring ~/.xinitrc.
If this file already exists, replace the line that starts the current window manager with one that starts /usr/
local/bin/gnome-session . If this file does not exist, create it with this command:

% echo "exec /usr/local/bin/gnome-session" > ~/.xinitrc
A third method is to use XDM as the display manager. In this case, create an executable ~/.xsession:

% echo "exec /usr/local/bin/gnome-session" > ~/.xsession

5.7.2. KDE

KDE is another easy-to-use desktop environment. This desktop provides a suite of applications with a consistent
look and feel, a standardized menu and toolbars, keybindings, color-schemes, internationalization, and a central-
ized, dialog-driven desktop configuration. More information on KDE can be found at http://www.kde.org/. For
FreeBSD-specific information, consult http://freebsd.kde.org.

To install the KDE package, type:

# pkg install x11/kde5

121


https://www.FreeBSD.org/gnome
https://www.FreeBSD.org/gnome
http://www.kde.org/
http://freebsd.kde.org/

Xfce

To instead build the KDE port, use the following command. Installing the port will provide a menu for selecting
which components to install. KDE is a large application and will take some time to compile, even on a fast computer.

# cd /usr/ports/x11/kde5
# make install clean

KDE requires /proc to be mounted. Add this line to /etc/fstab to mount this file system automatically during
system startup:

proc /proc procfs rw 0 0

KDE uses D-Bus and HAL for a message bus and hardware abstraction. These applications are automatically installed
as dependencies of KDE. Enable them in /etc/rc.conf so they will be started when the system boots:

dbus_enable="YES"
hald_enable="YES"

Since KDE Plasma 5, the KDE Display Manager, KDM is no longer developed. A possible replacement is SDDM. To
install it, type:

# pkg install x11/sddm
Add this line to /etc/rc.conf :

sddm_enable="YES"

A second method for launching KDE Plasma is to type startx from the command line. For this to work, the follow-
ing line is needed in ~/.xinitrc:

exec ck-launch-session startplasma-x11
A third method for starting KDE Plasma is through XDM. To do so, create an executable ~/ . xsession as follows:

% echo "exec ck-launch-session startplasma-x11" > ~/.xsession

Once KDE Plasma is started, refer to its built-in help system for more information on how to use its various menus
and applications.

5.7.3. Xfce

Xfce is a desktop environment based on the GTK+ toolkit used by GNOME. However, it is more lightweight and
provides a simple, efficient, easy-to-use desktop. It is fully configurable, has a main panel with menus, applets,
and application launchers, provides a file manager and sound manager, and is themeable. Since it is fast, light,
and efficient, it is ideal for older or slower machines with memory limitations. More information on Xfce can be
found at http://www.xfce.org.

To install the Xfce package:
# pkg install xfce
Alternatively, to build the port:

# cd /usr/ports/x11-wm/xfce4d
# make install clean

Xfce uses D-Bus for a message bus. This application is automatically installed as dependency of Xfce. Enable it in
/etc/rc.conf so it will be started when the system boots:

dbus_enable="YES"

Unlike GNOME or KDE, Xfce does not provide its own login manager. In order to start Xfce from the command line
by typing startx, first create ~/ . xinitrc with this command:
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% echo ". /usr/local/etc/xdg/xfced/xinitrc" > ~/.xinitrc

An alternate method is to use XDM. To configure this method, create an executable ~/ . xsession:

% echo ". /usr/local/etc/xdg/xfced/xinitrc" > ~/.xsession

5.8. Installing Compiz Fusion

One way to make using a desktop computer more pleasant is with nice 3D effects.

Installing the Compiz Fusion package is easy, but configuring it requires a few steps that are not described in the
port's documentation.

5.8.1. Setting up the FreeBSD nVidia Driver

Desktop effects can cause quite a load on the graphics card. For an nVidia-based graphics card, the proprietary
driver is required for good performance. Users of other graphics cards can skip this section and continue with the
xorg.conf configuration.

To determine which nvidia driver is needed see the FAQ question on the subject.
Having determined the correct driver to use for your card, installation is as simple as installing any other package.
For example, to install the latest driver:

# pkg install x11/nvidia-driver

The driver will create a kernel module, which needs to be loaded at system startup. Add the following line to /
boot/loader.conf :

nvidia load="YES"

Note

@ To immediately load the kernel module into the running kernel issue a command like kld-
load nvidia.However, it has been noted that some versions of Xorg will not function prop-
erly if the driver is not loaded at boot time. After editing /boot/loader.conf , a reboot is
recommended.

With the kernel module loaded, you normally only need to change a single line in xorg.conf to enable the pro-
prietary driver:

Find the following line in /etc/X11/xorg.conf :

Driver "nv"
and change it to:

Driver "nvidia"

Start the GUI as usual, and you should be greeted by the nVidia splash. Everything should work as usual.
5.8.2. Configuring xorg.conf for Desktop Effects

To enable Compiz Fusion, /etc/X11/xorg.conf needs to be modified:
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Add the following section to enable composite effects:

Locate the “Screen” section which should look similar to the one below:

and add the following two lines (after “Monitor” will do):

Locate the “Subsection” that refers to the screen resolution that you wish to use. For example, if you wish to use
1280x1024, locate the section that follows. If the desired resolution does not appear in any subsection, you may
add the relevant entry by hand:

A color depth of 24 bits is needed for desktop composition, change the above subsection to:

Finally, confirm that the “glx” and “extmod” modules are loaded in the “Module” section:

The preceding can be done automatically with x11/nvidia-xconfig by running (as root):

5.8.3. Installing and Configuring Compiz Fusion

Installing Compiz Fusion is as simple as any other package:

When the installation is finished, start your graphic desktop and at a terminal, enter the following commands (as
anormal user):

Your screen will flicker for a few seconds, as your window manager (e.g., Metacity if you are using GNOME) is
replaced by Compiz Fusion. Emerald takes care of the window decorations (i.e., close, minimize, maximize buttons,
title bars and so on).

[ut
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You may convert this to a trivial script and have it run at startup automatically (e.g., by adding to “Sessions” in
a GNOME desktop):

#! /bin/sh

compiz --replace --sm-disable --ignore-desktop-hints ccp &
emerald --replace &

Save this in your home directory as, for example, start-compiz and make it executable:
% chmod +x ~/start-compiz
Then use the GUI to add it to Startup Programs (located in System, Preferences, Sessions on a GNOME desktop).

To actually select all the desired effects and their settings, execute (again as a normal user) the Compiz Config Set-
tings Manager:

% ccsm

Note
@ In GNOME, this can also be found in the System, Preferences menu.

If you have selected “gconf support” during the build, you will also be able to view these settings using gconf -
editor under apps/compiz.

5.9. Troubleshooting

If the mouse does not work, you will need to first configure it before proceeding. In recent Xorg versions, the
InputDevice sections in xorg.conf are ignored in favor of the autodetected devices. To restore the old behavior,
add the following line to the ServerLayout or ServerFlags section of this file:

Option "AutoAddDevices" "false"

Input devices may then be configured as in previous versions, along with any other options needed (e.g., keyboard
layout switching).

Note

S As previously explained the hald daemon will, by default, automatically detect your key-
board. There are chances that your keyboard layout or model will not be correct, desktop
environments like GNOME, KDE or Xfce provide tools to configure the keyboard. However, it
is possible to set the keyboard properties directly either with the help of the setxkbmap(1)
utility or with a hald's configuration rule.

For example if, one wants to use a PC 102 keys keyboard coming with a french layout, we
have to create a keyboard configuration file for hald called x11-input.fdi and saved in the
/usr/local/etc/hal/fdi/policy directory. This file should contain the following lines:

<?xml version="1.0" encoding="iso0-8859-1"7>
<deviceinfo version="0.2">
<device>
<match key="info.capabilities" contains="input.keyboard">
<merge key="input.x1l options.XkbModel" type="string">pcl02</merge>
<merge key="input.x11l options.XkbLayout" type="string">fr</merge>
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</match>
</device>
</deviceinfo>

If this file already exists, just copy and add to your file the lines regarding the keyboard
configuration.

You will have to reboot your machine to force hald to read this file.

It is possible to do the same configuration from an X terminal or a script with this command
line:

% setxkbmap -model pcl02 -layout fr

/usr/local/share/X11/xkb/rules/base.lst lists the various keyboard, layouts and op-
tions available.

The xorg. conf . new configuration file may now be tuned to taste. Open the file in a text editor such as emacs(1) or
ee(1). If the monitor is an older or unusual model that does not support autodetection of sync frequencies, those
settings can be added to xorg. conf.new under the "Monitor" section:

Section "Monitor"

Identifier "Monitor@"
VendorName "Monitor Vendor"
ModelName "Monitor Model"

HorizSync 30-107
VertRefresh 48-120
EndSection

Most monitors support sync frequency autodetection, making manual entry of these values unnecessary. For the
few monitors that do not support autodetection, avoid potential damage by only entering values provided by the
manufacturer.

X allows DPMS (Energy Star) features to be used with capable monitors. The xset(1) program controls the time-
outs and can force standby, suspend, or off modes. If you wish to enable DPMS features for your monitor, you must
add the following line to the monitor section:

Option "DPMS*"

While the xorg. conf.new configuration file is still open in an editor, select the default resolution and color depth
desired. This is defined in the "Screen" section:

Section "Screen"
Identifier "Screen0"
Device "Card0@"
Monitor "Monitor0@"
DefaultDepth 24
SubSection "Display"

Viewport 0 0

Depth 24

Modes "1024x768"
EndSubSection
EndSection

The DefaultDepth keyword describes the color depth to run at by default. This can be overridden with the -depth
command line switch to Xorg(1). The Modes keyword describes the resolution to run at for the given color depth.
Note that only VESA standard modes are supported as defined by the target system's graphics hardware. In the
example above, the default color depth is twenty-four bits per pixel. At this color depth, the accepted resolution
is 1024 by 768 pixels.
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Finally, write the configuration file and test it using the test mode given above.

Note

S One of the tools available to assist you during troubleshooting process are the Xorg log files,
which contain information on each device that the Xorg server attaches to. Xorg log file
names are in the format of /var/log/Xorg.0.1log . The exact name of the log can vary from
Xorg.0.log to Xorg.8.log and so forth.

If all is well, the configuration file needs to be installed in a common location where Xorg(1) can find it. This is
typically /etc/X11/xorg.conf or /usr/local/etc/X11/xorg.conf .

# cp xorg.conf.new /etc/X11/xorg.conf

The Xorg configuration process is now complete. Xorg may be now started with the startx(1) utility. The Xorg
server may also be started with the use of xdm(1).

5.9.1. Configuration with Intel® isie Graphics Chipsets

Configuration with Intel® i810 integrated chipsets requires the agpgart AGP programming interface for Xorg to
drive the card. See the agp(4) driver manual page for more information.

This will allow configuration of the hardware as any other graphics board. Note on systems without the agp(4)
driver compiled in the kernel, trying to load the module with kldload(8) will not work. This driver has to be in the
kernel at boot time through being compiled in or using /boot/loader.conf .

5.9.2. Adding a Widescreen Flatpanel to the Mix

This section assumes a bit of advanced configuration knowledge. If attempts to use the standard configuration
tools above have not resulted in a working configuration, there is information enough in the log files to be of use
in getting the setup working. Use of a text editor will be necessary.

Current widescreen (WSXGA, WSXGA+, WUXGA, WXGA, WXGA+, et.al.) formats support 16:10 and 10:9 formats or
aspect ratios that can be problematic. Examples of some common screen resolutions for 16:10 aspect ratios are:

* 2560x1600
* 1920x1200
* 1680x1050
* 1440x900
* 1280x800

At some point, it will be as easy as adding one of these resolutions as a possible Mode in the Section "Screen"
as such:

Section "Screen"
Identifier "Screen0"
Device "Card0@"
Monitor "Monitor@"
DefaultDepth 24
SubSection "Display"
Viewport 0 0

Depth 24

Modes "1680x1050"
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EndSubSection
EndSection

Xorg is smart enough to pull the resolution information from the widescreen via 12C/DDC information so it knows
what the monitor can handle as far as frequencies and resolutions.

If those ModeLines do not exist in the drivers, one might need to give Xorg a little hint. Using /var/log/
Xorg.0.log one can extract enough information to manually create a ModeLine that will work. Simply look for
information resembling this:

(II) MGA(O): Supported additional Video Mode:

(II) MGA(O): clock: 146.2 MHz Image Size: 433 x 271 mm

(II) MGA(O): h active: 1680 h sync: 1784 h sync end 1960 h blank end 2240 h border: 0
(IT) MGA(O): v_active: 1050 v _sync: 1053 v _sync end 1059 v _blanking: 1089 v_border: 0
(IT) MGA(O): Ranges: V min: 48 V max: 85 Hz, H min: 30 H max: 94 kHz, PixClock max 170
MHz

This information is called EDID information. Creating a ModeLine from this is just a matter of putting the numbers
in the correct order:

ModelLine <name> <clock> <4 horiz. timings> <4 vert. timings>
So that the ModeLine in Section "Monitor" for this example would look like this:

Section "Monitor"

Identifier "Monitorl"

VendorName "Bigname"

ModelName "BestModel"

ModelLine "1680x1050" 146.2 1680 1784 1960 2240 1050 1053 1059 1089
Option "DPMS"

EndSection

Now having completed these simple editing steps, X should start on your new widescreen monitor.

5.9.3. Troubleshooting Compiz Fusion

Q:  Thave installed Compiz Fusion, and after running the commands you mention, my windows are left without
title bars and buttons. What is wrong?

A:  You are probably missing a setting in /etc/X11/xorg.conf . Review this file carefully and check especially
the DefaultDepth and AddARGBGLXVisuals directives.

Q:  When I run the command to start Compiz Fusion, the X server crashes and I am back at the console. What
is wrong?

A:  If you check /var/log/Xorg.0.log , you will probably find error messages during the X startup. The most
common would be:

(EE) NVIDIA(O): Failed to initialize the GLX module; please check in your X
(EE) NVIDIA(O): log file that the GLX module has been loaded in your X

(EE) NVIDIA(O): server, and that the module is the NVIDIA GLX module. If
(EE) NVIDIA(O): you continue to encounter problems, Please try

(EE) NVIDIA(O): reinstalling the NVIDIA driver.

This is usually the case when you upgrade Xorg. You will need to reinstall the x11/nvidia-driver package
so glx is built again.
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Part II. Common Tasks

Now that the basics have been covered, this part of the book discusses some frequently used features of FreeBSD.
These chapters:

« Introduce popular and useful desktop applications: browsers, productivity tools, document viewers, and more.
+ Introduce a number of multimedia tools available for FreeBSD.

« Explain the process of building a customized FreeBSD kernel to enable extra functionality.

+ Describe the print system in detail, both for desktop and network-connected printer setups.

+ Show how to run Linux applications on the FreeBSD system.

Some of these chapters recommend prior reading, and this is noted in the synopsis at the beginning of each chapter.
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Chapter 6. Desktop Applications

6.1. Synopsis

While FreeBSD is popular as a server for its performance and stability, it is also suited for day-to-day use as a desk-
top. With over 24,000 applications available as FreeBSD packages or ports, it is easy to build a customized desktop
that runs a wide variety of desktop applications. This chapter demonstrates how to install numerous desktop ap-
plications, including web browsers, productivity software, document viewers, and financial software.

Note
@ Users who prefer to install a pre-built desktop version of FreeBSD rather than configuring
one from scratch should refer to GhostBSD, MidnightBSD or NomadBSD.

Readers of this chapter should know how to:

+ Install additional software using packages or ports as described in Chapter 4, Installing Applications: Packages and
Ports.

+ Install X and a window manager as described in Chapter 5, The X Window System.

For information on how to configure a multimedia environment, refer to Chapter 7, Multimedia.

6.2. Browsers

FreeBSD does not come with a pre-installed web browser. Instead, the www category of the Ports Collection con-
tains many browsers which can be installed as a package or compiled from the Ports Collection.

The KDE and GNOME desktop environments include their own HTML browser. Refer to Section 5.7, “Desktop En-
vironments” for more information on how to set up these complete desktops.

Some lightweight browsers include www/dillo2, www/links, and www/w3m.

This section demonstrates how to install the following popular web browsers and indicates if the application is
resource-heavy, takes time to compile from ports, or has any major dependencies.

Application Name Resources Needed Installation from Ports Notes

Firefox medium heavy FreeBSD, Linux®, and lo-
calized versions are avail-
able

Konqueror medium heavy Requires KDE libraries

Chromium medium heavy Requires Gtk+

6.2.1. Firefox

Firefox is an open source browser that features a standards-compliant HTML display engine, tabbed browsing,
popup blocking, extensions, improved security, and more. Firefox is based on the Mozilla codebase.

To install the package of the latest release version of Firefox, type:


https://ghostbsd.org
https://www.midnightbsd.org
https://nomadbsd.org/
https://www.FreeBSD.org/ports/www.html
https://www.freebsd.org/cgi/url.cgi?ports/www/dillo2/pkg-descr
https://www.freebsd.org/cgi/url.cgi?ports/www/links/pkg-descr
https://www.freebsd.org/cgi/url.cgi?ports/www/w3m/pkg-descr

Konqueror

# pkg install firefox

To instead install Firefox Extended Support Release (ESR) version, use:

# pkg install firefox-esr

The Ports Collection can instead be used to compile the desired version of Firefox from source code. This example
builds www/firefox, where firefox can be replaced with the ESR or localized version to install.

# cd /usr/ports/www/firefox
# make install clean

6.2.2. Konqueror

Konqueror is more than a web browser as it is also a file manager and a multimedia viewer. Supports WebKit as
well as its own KHTML. WebKit is a rendering engine used by many modern browsers including Chromium.

Konqueror can be installed as a package by typing:

# pkg install konqueror

To install from the Ports Collection:

# cd /usr/ports/x11-fm/konqueror/
# make install clean

6.2.3. Chromium

Chromium is an open source browser project that aims to build a safer, faster, and more stable web browsing expe-
rience. Chromium features tabbed browsing, popup blocking, extensions, and much more. Chromium is the open
source project upon which the Google Chrome web browser is based.

Chromium can be installed as a package by typing:
# pkg install chromium
Alternatively, Chromium can be compiled from source using the Ports Collection:

# cd /usr/ports/www/chromium
# make install clean

Note

S The executable for Chromium is /usr/local/bin/chrome , not /usr/local/bin/chromium .

6.3. Productivity

When it comes to productivity, users often look for an office suite or an easy-to-use word processor. While some
desktop environments like KDE provide an office suite, there is no default productivity package. Several office
suites and graphical word processors are available for FreeBSD, regardless of the installed window manager.

This section demonstrates how to install the following popular productivity software and indicates if the applica-
tion is resource-heavy, takes time to compile from ports, or has any major dependencies.

Application Name Resources Needed Installation from Ports Major Dependencies

Calligra light heavy KDE
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Application Name Resources Needed Installation from Ports Major Dependencies

AbiWord light light Gtk+ or GNOME

The Gimp light heavy Gtk+

Apache OpenoOftfice heavy huge JDK™ and Mozilla

LibreOffice somewhat heavy huge Gtk+, or KDE/ GNOME, or
JDK™

6.3.1. Calligra

The KDE desktop environment includes an office suite which can be installed separately from KDE. Calligra includes
standard components that can be found in other office suites. Words is the word processor, Sheets is the spread-
sheet program, Stage manages slide presentations, and Karbon is used to draw graphical documents.

In FreeBSD, editors/calligra can be installed as a package or a port. To install the package:
# pkg install calligra
If the package is not available, use the Ports Collection instead:

# cd /usr/ports/editors/calligra
# make install clean

6.3.2. AbiWord

AbiWord is a free word processing program similar in look and feel to Microsoft® Word. It is fast, contains many
features, and is user-friendly.

AbiWord can import or export many file formats, including some proprietary ones like Microsoft® . rtf.
To install the AbiWord package:

# pkg install abiword

If the package is not available, it can be compiled from the Ports Collection:

# cd /usr/ports/editors/abiword
# make install clean

6.3.3. The GIMP

For image authoring or picture retouching, The GIMP provides a sophisticated image manipulation program. It can
be used as a simple paint program or as a quality photo retouching suite. It supports a large number of plugins and
features a scripting interface. The GIMP can read and write a wide range of file formats and supports interfaces
with scanners and tablets.

To install the package:
# pkg install gimp
Alternately, use the Ports Collection:

# cd /usr/ports/graphics/gimp
# make install clean

The graphics category (freebsd.org/ports/graphics.html) of the Ports Collection contains several GIMP-related
plugins, help files, and user manuals.
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Apache OpenoOftfice

6.3.4. Apache OpenOffice

Apache OpenOffice is an open source office suite which is developed under the wing of the Apache Software Foun-
dation's Incubator. It includes all of the applications found in a complete office productivity suite: a word proces-
sor, spreadsheet, presentation manager, and drawing program. Its user interface is similar to other office suites,
and it can import and export in various popular file formats. It is available in a number of different languages and
internationalization has been extended to interfaces, spell checkers, and dictionaries.

The word processor of Apache OpenOffice uses a native XML file format for increased portability and flexibility.
The spreadsheet program features a macro language which can be interfaced with external databases. Apache
OpenOffice is stable and runs natively on Windows®, Solaris™, Linux®, FreeBSD, and Mac OS® X. More infor-
mation about Apache OpenOffice can be found at openoffice.org. For FreeBSD specific information refer to port-
ing.openoffice.org/freebsd/.

To install the Apache OpenOffice package:

# pkg install apache-openoffice

Once the package is installed, type the following command to launch Apache OpenoOffice:

% openoffice- X.Y.Z

where X. Y. Z is the version number of the installed version of Apache OpenOffice. The first time Apache OpenOffice
launches, some questions will be asked and a . openoffice.org folder will be created in the user's home directory.

If the desired Apache OpenOffice package is not available, compiling the port is still an option. However, this re-
quires a lot of disk space and a fairly long time to compile:

# cd /usr/ports/editors/openoffice-4
# make install clean

Note
S To build a localized version, replace the previous command with:

# make LOCALIZED_LANG= your_language install clean

Replace your_language with the correct language 1SO-code. A list of supported language
codes is available in files/Makefile.localized, located in the port's directory.

6.3.5. LibreOffice

LibreOffice is a free software office suite developed by documentfoundation.org. It is compatible with other major
office suites and available on a variety of platforms. It is a rebranded fork of Apache OpenoOffice and includes
applications found in a complete office productivity suite: a word processor, spreadsheet, presentation manager,
drawing program, database management program, and a tool for creating and editing mathematical formulee. It
is available in a number of different languages and internationalization has been extended to interfaces, spell
checkers, and dictionaries.

The word processor of LibreOffice uses a native XML file format for increased portability and flexibility. The spread-
sheet program features a macro language which can be interfaced with external databases. LibreOffice is stable
and runs natively on Windows®, Linux®, FreeBSD, and Mac OS® X. More information about LibreOffice can be
found at libreoftfice.org.

To install the English version of the LibreOffice package:
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# pkg install libreoffice

The editors category (freebsd.org/ports/editors.html) of the Ports Collection contains several localizations for
LibreOffice. When installing a localized package, replace libreoffice with the name of the localized package.

Once the package is installed, type the following command to run LibreOffice:

% libreoffice

During the first launch, some questions will be asked and a . libreoffice folder will be created in the user's home
directory.

If the desired LibreOffice package is not available, compiling the port is still an option. However, this requires a lot
of disk space and a fairly long time to compile. This example compiles the English version:

# cd /usr/ports/editors/libreoffice
# make install clean

Note

@ To build a localized version, cd into the port directory of the desired language. Supported
languages can be found in the editors category (freebsd.org/ports/editors.html) of the Ports
Collection.

6.4. Document Viewers

Some new document formats have gained popularity since the advent of UNIX® and the viewers they require may
not be available in the base system. This section demonstrates how to install the following document viewers:

Application Name Resources Needed Installation from Ports Major Dependencies
Xpdf light light FreeType

gv light light Xaw3d

Geeqie light light Gtk+ or GNOME
ePDFView light light Gtk+

Okular light heavy KDE

6.4.1. Xpdf

For users that prefer a small FreeBSD PDF viewer, Xpdf provides a light-weight and efficient viewer which requires
few resources. It uses the standard X fonts and does not require any additional toolkits.

To install the Xpdf package:
# pkg install xpdf
If the package is not available, use the Ports Collection:

# cd /usr/ports/graphics/xpdf
# make install clean

Once the installation is complete, launch xpdf and use the right mouse button to activate the menu.

6.4.2. gv
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Geeqie

gv is a PostScript® and PDF viewer. It is based on ghostview, but has a nicer look as it is based on the Xaw3d widget
toolkit. gv has many configurable features, such as orientation, paper size, scale, and anti-aliasing. Almost any
operation can be performed with either the keyboard or the mouse.

To install gv as a package:
# pkg install gv
If a package is unavailable, use the Ports Collection:

# cd /usr/ports/print/gv
# make install clean

6.4.3. Geeqie

Geegqjie is a fork from the unmaintained GQView project, in an effort to move development forward and integrate
the existing patches. Geeqie is an image manager which supports viewing a file with a single click, launching an
external editor, and thumbnail previews. It also features a slideshow mode and some basic file operations, making
it easy to manage image collections and to find duplicate files. Geegie supports full screen viewing and interna-
tionalization.

To install the Geeqie package:
# pkg install geegie
If the package is not available, use the Ports Collection:

# cd /usr/ports/graphics/geeqie
# make install clean

6.4.4. ePDFView

ePDFView is a lightweight PDF document viewer that only uses the Gtk+ and Poppler libraries. It is currently under
development, but already opens most PDF files (even encrypted), save copies of documents, and has support for
printing using CUPS.

To install ePDFView as a package:
# pkg install epdfview

If a package is unavailable, use the Ports Collection:

# cd /usr/ports/graphics/epdfview
# make install clean

6.4.5. Okular

Okular is a universal document viewer based on KPDF for KDE. It can open many document formats, including PDF,
PostScript®, DjVu, CHM, XPS, and ePub.

To install Okular as a package:
# pkg install okular
If a package is unavailable, use the Ports Collection:

# cd /usr/ports/graphics/okular
# make install clean
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6.5. Finance

For managing personal finances on a FreeBSD desktop, some powerful and easy-to-use applications can be installed.
Some are compatible with widespread file formats, such as the formats used by Quicken and Excel.

This section covers these programs:

Application Name Resources Needed Installation from Ports Major Dependencies
GnuCash light heavy GNOME

Gnumeric light heavy GNOME

KMyMoney light heavy KDE

6.5.1. GnuCash

GnuCash is part of the GNOME effort to provide user-friendly, yet powerful, applications to end-users. GnuCash
can be used to keep track of income and expenses, bank accounts, and stocks. It features an intuitive interface
while remaining professional.

GnuCash provides a smart register, a hierarchical system of accounts, and many keyboard accelerators and au-
to-completion methods. It can split a single transaction into several more detailed pieces. GnuCash can import and
merge Quicken QIF files. It also handles most international date and currency formats.

To install the GnuCash package:

# pkg install gnucash

If the package is not available, use the Ports Collection:

# cd /usr/ports/finance/gnucash
# make install clean

6.5.2. Gnumeric

Gnumeric is a spreadsheet program developed by the GNOME community. It features convenient automatic guess-
ing of user input according to the cell format with an autofill system for many sequences. It can import files in
anumber of popular formats, including Excel, Lotus 1-2-3, and Quattro Pro. It has a large number of built-in func-
tions and allows all of the usual cell formats such as number, currency, date, time, and much more.

To install Gnumeric as a package:
# pkg install gnumeric
If the package is not available, use the Ports Collection:

# cd /usr/ports/math/gnumeric
# make install clean

6.5.3. KMyMoney

KMyMoney is a personal finance application created by the KDE community. KMyMoney aims to provide the im-
portant features found in commercial personal finance manager applications. It also highlights ease-of-use and
proper double-entry accounting among its features. KMyMoney imports from standard Quicken QIF files, tracks
investments, handles multiple currencies, and provides a wealth of reports.

To install KMyMoney as a package:

# pkg install kmymoney-kde4
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If the package is not available, use the Ports Collection:
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Chapter 7. Multimedia

Edited by Ross Lippert.

7.1. Synopsis

FreeBSD supports a wide variety of sound cards, allowing users to enjoy high fidelity output from a FreeBSD sys-
tem. This includes the ability to record and play back audio in the MPEG Audio Layer 3 (MP3), Waveform Audio
File (WAV), Ogg Vorbis, and other formats. The FreeBSD Ports Collection contains many applications for editing
recorded audio, adding sound effects, and controlling attached MIDI devices.

FreeBSD also supports the playback of video files and DVDs. The FreeBSD Ports Collection contains applications to
encode, convert, and playback various video media.

This chapter describes how to configure sound cards, video playback, TV tuner cards, and scanners on FreeBSD. It
also describes some of the applications which are available for using these devices.

After reading this chapter, you will know how to:
+ Configure a sound card on FreeBSD.

+ Troubleshoot the sound setup.

« Playback and encode MP3s and other audio.

* Prepare a FreeBSD system for video playback.
+ Play DVDs, .mpg, and .avi files.

+ Rip CD and DVD content into files.

+ Configure a TV card.

+ Install and setup MythTV on FreeBSD

« Configure an image scanner.

« Configure a Bluetooth headset.

Before reading this chapter, you should:

+ Know how to install applications as described in Chapter 4, Installing Applications: Packages and Ports.

7.2. Setting Up the Sound Card

Contributed by Moses Moore.
Enhanced by Marc Fonvieille.

Before beginning the configuration, determine the model of the sound card and the chip it uses. FreeBSD supports
a wide variety of sound cards. Check the supported audio devices list of the Hardware Notes to see if the card is
supported and which FreeBSD driver it uses.

In order to use the sound device, its device driver must be loaded. The easiest way is to load a kernel module
for the sound card with kldload(8). This example loads the driver for a built-in audio chipset based on the Intel
specification:

# kldload snd_hda


https://www.FreeBSD.org/releases/12.0R/hardware.html
https://www.FreeBSD.org/cgi/man.cgi?query=kldload&sektion=8&manpath=freebsd-release-ports

Configuring a Custom Kernel with Sound Support

To automate the loading of this driver at boot time, add the driver to /boot/loader.conf . The line for this driver
is:

snd _hda load="YES"

Other available sound modules are listed in /boot/defaults/loader.conf .When unsure which driver to use, load
the snd_driver module:

# kldload snd_driver

This is a metadriver which loads all of the most common sound drivers and can be used to speed up the search for
the correct driver. It is also possible to load all sound drivers by adding the metadriver to /boot/loader.conf .

To determine which driver was selected for the sound card after loading the snd_driver metadriver, type cat /
dev/sndstat.

7.2.1. Configuring a Custom Kernel with Sound Support

This section is for users who prefer to statically compile in support for the sound card in a custom kernel. For more
information about recompiling a kernel, refer to Chapter 8, Configuring the FreeBSD Kernel.

When using a custom kernel to provide sound support, make sure that the audio framework driver exists in the
custom kernel configuration file:

device sound

Next, add support for the sound card. To continue the example of the built-in audio chipset based on the Intel
specification from the previous section, use the following line in the custom kernel configuration file:

device snd hda
Be sure to read the manual page of the driver for the device name to use for the driver.

Non-PnP ISA sound cards may require the IRQ and I/0 port settings of the card to be added to /boot/device.hints.
During the boot process, loader(8) reads this file and passes the settings to the kernel. For example, an old Creative
SoundBlaster® 16 ISA non-PnP card will use the snd_sbc(4) driver in conjunction with snd_sb16. For this card, the
following lines must be added to the kernel configuration file:

device snd_sbc
device snd sbl6

If the card uses the 6x220 1/0 port and IRQ 5, these lines must also be added to /boot/device.hints:
hint.sbc.0.at="isa"
hint.sbc.0.port="0x220"
hint.sbc.0.irg="5"

hint.sbc.0.drg="1"
hint.sbc.0.flags="0x15"

The syntax used in /boot/device.hints is described in sound(4) and the manual page for the driver of the sound
card.

The settings shown above are the defaults. In some cases, the IRQ or other settings may need to be changed to
match the card. Refer to snd_sbc(4) for more information about this card.

7.2.2. Testing Sound

After loading the required module or rebooting into the custom kernel, the sound card should be detected. To
confirm, run dmesg | grep pcm . This example is from a system with a built-in Conexant CX20590 chipset:

pcm@: <NVIDIA (0x001c) (HDMI/DP 8ch)> at nid 5 on hdaa0®
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pcml: <NVIDIA (0x001c) (HDMI/DP 8ch)> at nid 6 on hdaa0®
pcm2: <Conexant CX20590 (Analog 2.0+HP/2.0)> at nid 31,25 and 35,27 on hdaal

The status of the sound card may also be checked using this command:

# cat /dev/sndstat

FreeBSD Audio Driver (newpcm: 64bit 2009061500/amd64)

Installed devices:

pcm@: <NVIDIA (0x001c) (HDMI/DP 8ch)> (play)

pcml: <NVIDIA (0x001c) (HDMI/DP 8ch)> (play)

pcm2: <Conexant CX20590 (Analog 2.0+HP/2.0)> (play/rec) default

The output will vary depending upon the sound card. If no pcm devices are listed, double-check that the correct
device driver was loaded or compiled into the kernel. The next section lists some common problems and their
solutions.

If all goes well, the sound card should now work in FreeBSD. If the CD or DVD drive is properly connected to the
sound card, one can insert an audio CD in the drive and play it with cdcontrol(1):

% cdcontrol -f /dev/acdd® play 1

Warning
O Audio CDs have specialized encodings which means that they should not be mounted using
mount(8).

Various applications, such as audio/workman, provide a friendlier interface. The audio/mpg123 port can be in-
stalled to listen to MP3 audio files.

Another quick way to test the card is to send data to /dev/dsp:

% cat filename > /dev/dsp

where filename can be any type of file. This command should produce some noise, confirming that the sound card
is working.

Note
@ The /dev/dsp* device nodes will be created automatically as needed. When not in use, they
do not exist and will not appear in the output of Is(1).

7.2.3. Setting up Bluetooth Sound Devices

Connecting to a Bluetooth device is out of scope for this chapter. Refer to Section 32.5, “Bluetooth” for more in-
formation.

To get Bluetooth sound sink working with FreeBSD's sound system, users have to install audio/virtual_oss first:

# pkg install virtual_oss

audio/virtual_oss requires cuse to be loaded into the kernel:

# kldload cuse

To load cuse during system startup, run this command:
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# sysrc -f /boot/loader.conf cuse_load=yes

To use headphones as a sound sink with audio/virtual_oss, users need to create a virtual device after connecting
to a Bluetooth audio device:

# virtual_oss -C 2 -c 2 -r 48000 -b 16 -s 768 -R /dev/null -P /dev/bluetooth/ headphones -d
dsp

Note
@ headphones in this example is a hostname from /etc/bluetooth/hosts . BT_ADDR could be
used instead.

Refer to virtual_oss(8) for more information.

7.2.4. Troubleshooting Sound

Table 7.1, “Common Error Messages” lists some common error messages and their solutions:

Table 7.1. Common Error Messages

Error Solution

sb_dspwr(XX) timed out The 1/0 port is not set correctly.

bad irq XX The IRQ is set incorrectly. Make sure that the set IRQ and
the sound IRQ are the same.

XXX: gus pcm not attached, out of memory There is not enough available memory to use the device.

xxx: can't open /dev/dsp! Type fstat | grep dsp to check if another application

is holding the device open. Noteworthy troublemakers
are esound and KDE's sound support.

Modern graphics cards often come with their own sound driver for use with HDML. This sound device is sometimes
enumerated before the sound card meaning that the sound card will not be used as the default playback device.
To check if this is the case, run dmesg and look for pcm. The output looks something like this:

hdac@: HDA Driver Revision: 20100226 0142

hdacl: HDA Driver Revision: 20100226 0142

hdacO: HDA Codec #0: NVidia (Unknown)

hdac@: HDA Codec #1: NVidia (Unknown)

hdac@: HDA Codec #2: NVidia (Unknown)

hdacO: HDA Codec #3: NVidia (Unknown)

pcm@: <HDA NVidia (Unknown) PCM #0 DisplayPort> at cad 0 nid 1 on hdacO
pcml: <HDA NVidia (Unknown) PCM #0 DisplayPort> at cad 1 nid 1 on hdacO
pcm2: <HDA NVidia (Unknown) PCM #0 DisplayPort> at cad 2 nid 1 on hdac@®
pcm3: <HDA NVidia (Unknown) PCM #0 DisplayPort> at cad 3 nid 1 on hdacO
hdacl: HDA Codec #2: Realtek ALC889

pcm4: <HDA Realtek ALC889 PCM #0 Analog> at cad 2 nid 1 on hdacl

pcm5: <HDA Realtek ALC889 PCM #1 Analog> at cad 2 nid 1 on hdacl

pcm6: <HDA Realtek ALC889 PCM #2 Digital> at cad 2 nid 1 on hdacl

pcm7: <HDA Realtek ALC889 PCM #3 Digital> at cad 2 nid 1 on hdacl

In this example, the graphics card (NVidia) has been enumerated before the sound card (Realtek ALC889). To
use the sound card as the default playback device, change hw.snd.default_unit to the unit that should be used
for playback:

# sysctl hw.snd.default_unit= n
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where n is the number of the sound device to use. In this example, it should be 4. Make this change permanent by
adding the following line to /etc/sysctl.conf :

hw.snd.default unit=4

7.2.5. Utilizing Multiple Sound Sources
Contributed by Munish Chopra.

It is often desirable to have multiple sources of sound that are able to play simultaneously. FreeBSD uses “Virtual
Sound Channels” to multiplex the sound card's playback by mixing sound in the kernel.

Three sysctl(8) knobs are available for configuring virtual channels:

# sysctl dev.pcm.0.play.vchans=4
# sysctl dev.pcm.0.rec.vchans=4
# sysctl hw.snd.maxautovchans=4

This example allocates four virtual channels, which is a practical number for everyday use. Both de-
v.pcm.0.play.vchans=4 and dev.pcm.0. rec.vchans=4 are configurable after a device has been attached and rep-
resent the number of virtual channels pcm@ has for playback and recording. Since the pecm module can be loaded
independently of the hardware drivers, hw. snd.maxautovchans indicates how many virtual channels will be given
to an audio device when it is attached. Refer to pcm(4) for more information.

Note
@ The number of virtual channels for a device cannot be changed while it is in use. First, close
any programs using the device, such as music players or sound daemons.

The correct pcm device will automatically be allocated transparently to a program that requests /dev/dsp0 .

7.2.6. Setting Default Values for Mixer Channels
Contributed by Josef El-Rayes.

The default values for the different mixer channels are hardcoded in the source code of the pcm(4) driver. While
sound card mixer levels can be changed using mixer(8) or third-party applications and daemons, this is not a
permanent solution. To instead set default mixer values at the driver level, define the appropriate values in /boot/
device.hints, as seen in this example:

hint.pcm.0.vol="50"

This will set the volume channel to a default value of 50 when the pcm(4) module is loaded.

7.3. MP3 Audio

Contributed by Chern Lee.

This section describes some MP3 players available for FreeBSD, how to rip audio CD tracks, and how to encode and
decode MP3s.

7.3.1. MP3 Players

A popular graphical MP3 player is Audacious. It supports Winamp skins and additional plugins. The interface is
intuitive, with a playlist, graphic equalizer, and more. Those familiar with Winamp will find Audacious simple
to use. On FreeBSD, Audacious can be installed from the multimedia/audacious port or package. Audacious is a
descendant of XMMS.

145


https://www.FreeBSD.org/cgi/man.cgi?query=sysctl&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=pcm&sektion=4&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=pcm&sektion=4&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=mixer&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=pcm&sektion=4&manpath=freebsd-release-ports
https://www.freebsd.org/cgi/url.cgi?ports/multimedia/audacious/pkg-descr

Ripping CD Audio Tracks

The audio/mpg123 package or port provides an alternative, command-line MP3 player. Once installed, specify
the MP3 file to play on the command line. If the system has multiple audio devices, the sound device can also be
specified:
# mpgl23 -a /dev/dspl.0 Foobar-GreatestHits.mp3
High Performance MPEG 1.0/2.0/2.5 Audio Player for Layers 1, 2 and 3

version 1.18.1; written and copyright by Michael Hipp and others

free software (LGPL) without any warranty but with best wishes

Playing MPEG stream from Foobar-GreatestHits.mp3 ...
MPEG 1.0 layer III, 128 kbit/s, 44100 Hz joint-stereo

Additional MP3 players are available in the FreeBSD Ports Collection.

7.3.2. Ripping CD Audio Tracks

Before encoding a CD or CD track to MP3, the audio data on the CD must be ripped to the hard drive. This is done
by copying the raw CD Digital Audio (CDDA) data to WAV files.

The cdda2wav tool, which is installed with the sysutils/cdrtools suite, can be used to rip audio information from
CDs.

With the audio CD in the drive, the following command can be issued as root to rip an entire CD into individual,
per track, WAV files:

# cdda2wav -D 0,1,0 -B

In this example, the -D 0, 1,0 indicates the SCSI device 0, 1,0 containing the CD to rip. Use cdrecord -scanbus
to determine the correct device parameters for the system.

To rip individual tracks, use -t to specify the track:

# cdda2wav -D 0,1,0 -t 7

To rip a range of tracks, such as track one to seven, specify a range:

# cdda2wav -D 0,1,0 -t 1+7

To rip from an ATAPI (IDE) CDROM drive, specify the device name in place of the SCSI unit numbers. For example,
to rip track 7 from an IDE drive:

# cdda2wav -D /dev/acdd -t 7

Alternately, dd can be used to extract audio tracks on ATAPI drives, as described in Section 18.5.5, “Duplicating
Audio CDs”.

7.3.3. Encoding and Decoding MP3s

Lame is a popular MP3 encoder which can be installed from the audio/lame port. Due to patent issues, a package
is not available.

The following command will convert the ripped WAV file audio01.wav to audio01.mp3:

# lame -h -b 128 --tt "Foo Song Title" --ta "FooBar Artist " --tl "FooBar Album" \
--ty "2014" --tc "Ripped and encoded by Foo " --tg "Genre" audio0l.wav audio01l.mp3

The specified 128 kbits is a standard MP3 bitrate while the 160 and 192 bitrates provide higher quality. The higher
the bitrate, the larger the size of the resulting MP3. The -h turns on the “higher quality but a little slower” mode.
The options beginning with - -t indicate ID3 tags, which usually contain song information, to be embedded within
the MP3 file. Additional encoding options can be found in the lame manual page.
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In order to burn an audio CD from MP3s, they must first be converted to a non-compressed file format. XMMS can
be used to convert to the WAV format, while mpg123 can be used to convert to the raw Pulse-Code Modulation
(PCM) audio data format.

To convert audio®1.mp3 using mpg123, specify the name of the PCM file:

# mpgl23 -s audio@l.mp3 > audio@l.pcm

To use XMMS to convert a MP3 to WAV format, use these steps:

Procedure 7.1. Converting to WAV Format in XMMS

1. Launch XMMS.

2. Right-click the window to bring up the XMMS menu.

3.  Select Preferences under Options.

4.  Change the Output Plugin to “Disk Writer Plugin”.

5. Press Configure.

6. Enter or browse to a directory to write the uncompressed files to.

7. Load the MP3 file into XMMS as usual, with volume at 100% and EQ settings turned off.

8.  Press Play. The XMMS will appear as if it is playing the MP3, but no music will be heard. It is actually playing
the MP3 to a file.

9.  When finished, be sure to set the default Output Plugin back to what it was before in order to listen to MP3s
again,

Both the WAV and PCM formats can be used with cdrecord. When using WAV files, there will be a small tick sound
at the beginning of each track. This sound is the header of the WAV file. The audio/sox port or package can be
used to remove the header:

% sox -t wav -r 44100 -s -w -c 2 track.wav track.raw

Refer to Section 18.5, “Creating and Using CD Media” for more information on using a CD burner in FreeBSD.

7.4. Video Playback

Contributed by Ross Lippert.

Before configuring video playback, determine the model and chipset of the video card. While Xorg supports a wide
variety of video cards, not all provide good playback performance. To obtain a list of extensions supported by the
Xorg server using the card, run xdpyinfo while Xorg is running.

It is a good idea to have a short MPEG test file for evaluating various players and options. Since some DVD applica-
tions look for DVD media in /dev/dvd by default, or have this device name hardcoded in them, it might be useful
to make a symbolic link to the proper device:

# ln -sf /dev/cd® /dev/dvd

Due to the nature of devfs(5), manually created links will not persist after a system reboot. In order to recreate the
symbolic link automatically when the system boots, add the following line to /etc/devfs.conf:

link cd@ dvd
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DVD decryption invokes certain functions that require write permission to the DVD device.

To enhance the shared memory Xorg interface, it is recommended to increase the values of these sysctl(8) variables:

kern.ipc.shmmax=67108864
kern.ipc.shmall=32768

7.4.1. Determining Video Capabilities

There are several possible ways to display video under Xorg and what works is largely hardware dependent. Each
method described below will have varying quality across different hardware.

Common video interfaces include:

1.

2.

5.

Xorg: normal output using shared memory.

XVideo: an extension to the Xorg interface which allows video to be directly displayed in drawable objects
through a special acceleration. This extension provides good quality playback even on low-end machines. The
next section describes how to determine if this extension is running.

. SDL: the Simple Directmedia Layer is a porting layer for many operating systems, allowing cross-platform appli-

cations to be developed which make efficient use of sound and graphics. SDL provides a low-level abstraction to
the hardware which can sometimes be more efficient than the Xorg interface. On FreeBSD, SDL can be installed
using the devel/sdl20 package or port.

. DGA: the Direct Graphics Access is an Xorg extension which allows a program to bypass the Xorg server and

directly alter the framebuffer. As it relies on a low-level memory mapping, programs using it must be run as
root. The DGA extension can be tested and benchmarked using dga(1). When dga is running, it changes the
colors of the display whenever a key is pressed. To quit, press g.

SVGALib: a low level console graphics layer.

7.4.1.1. XVideo

To check whether this extension is running, use xvinfo:

% xvinfo

XVideo is supported for the card if the result is similar to:

X-Video Extension version 2.2

screen #0
Adaptor #0: "Savage Streams Engine"
number of ports: 1
port base: 43
operations supported: PutImage
supported visuals:
depth 16, visualID 0x22
depth 16, visualID 0x23
number of attributes: 5
"XV_COLORKEY" (range 0 to 16777215)
client settable attribute
client gettable attribute (current value is 2110)
"XV_BRIGHTNESS" (range -128 to 127)
client settable attribute
client gettable attribute (current value is 0)
"XV_CONTRAST" (range 0 to 255)
client settable attribute
client gettable attribute (current value is 128)
"XV_SATURATION" (range 0 to 255)
client settable attribute
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The formats listed, such as YUV2 and YUV12, are not present with every implementation of XVideo and their
absence may hinder some players.

If the result instead looks like:

XVideo is probably not supported for the card. This means that it will be more difficult for the display to meet the
computational demands of rendering video, depending on the video card and processor.

7.4.2. Ports and Packages Dealing with Video

This section introduces some of the software available from the FreeBSD Ports Collection which can be used for
video playback.
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Ports and Packages Dealing with Video

7.4.2.1. MPlayer and MEncoder

MPlayer is a command-line video player with an optional graphical interface which aims to provide speed and
flexibility. Other graphical front-ends to MPlayer are available from the FreeBSD Ports Collection.

MPlayer can be installed using the multimedia/mplayer package or port. Several compile options are available and
avariety of hardware checks occur during the build process. For these reasons, some users prefer to build the port
rather than install the package.

When compiling the port, the menu options should be reviewed to determine the type of support to compile into
the port. If an option is not selected, MPlayer will not be able to display that type of video format. Use the arrow
keys and spacebar to select the required formats. When finished, press Enter to continue the port compile and
installation.

By default, the package or port will build the mplayer command line utility and the gmplayer graphical utility. To
encode videos, compile the multimedia/mencoder port. Due to licensing restrictions, a package is not available
for MEncoder.

The first time MPlayer is run, it will create ~/.mplayer in the user's home directory. This subdirectory contains
default versions of the user-specific configuration files.

This section describes only a few common uses. Refer to mplayer(1) for a complete description of its numerous
options.

To play the file testfile.avi, specify the video interfaces with -vo, as seen in the following examples:
% mplayer -vo xv testfile.avi

% mplayer -vo sdl testfile.avi

% mplayer -vo x11 testfile.avi

# mplayer -vo dga testfile.avi

# mplayer -vo 'sdl:dga' testfile.avi

It is worth trying all of these options, as their relative performance depends on many factors and will vary signif-
icantly with hardware.

To play a DVD, replace testfile.avi with dvd://N -dvd-device DEVICE,where N is the title number to play and
DEVICE is the device node for the DVD. For example, to play title 3 from /dev/dvd :

# mplayer -vo xv dvd://3 -dvd-device /dev/dvd

Note

@ The default DVD device can be defined during the build of the MPlayer port by including
the WITH DVD DEVICE=/path/to/desired/device option. By default, the device is /dev/
cd0. More details can be found in the port's Makefile.options.

To stop, pause, advance, and so on, use a keybinding. To see the list of keybindings, run mplayer -h or read mplay-
er(1).

Additional playback options include -fs -zoom, which engages fullscreen mode, and - framedrop, which helps
performance.

Each user can add commonly used options to their ~/.mplayer/config like so:
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VO=XV
fs=yes
zoom=yes

mplayer can be used to rip a DVD title to a .vob. To dump the second title from a DVD:

# mplayer -dumpstream -dumpfile out.vob dvd://2 -dvd-device /dev/dvd
The output file, out.vob, will be in MPEG format.

Anyone wishing to obtain a high level of expertise with UNIX® video should consult mplayerhq.hu/DOCS as it
is technically informative. This documentation should be considered as required reading before submitting any
bug reports.

Before using mencoder, it is a good idea to become familiar with the options described at mplayerhq.hu/DOCS/
HTML/en/mencoder.html. There are innumerable ways to improve quality, lower bitrate, and change formats,
and some of these options may make the difference between good or bad performance. Improper combinations of
command line options can yield output files that are unplayable even by mplayer.

Here is an example of a simple copy:
% mencoder input.avi -oac copy -ovc copy -o output.avi
To rip to a file, use -dumpfile with mplayer.

To convert input.avi to the MPEG4 codec with MPEG3 audio encoding, first install the audio/lame port. Due to
licensing restrictions, a package is not available. Once installed, type:

% mencoder input.avi -oac mp3lame -lameopts br=192 \
-ovc lavc -lavcopts vcodec=mpeg4:vhq -o output.avi

This will produce output playable by applications such as mplayer and xine.

input.avi canbereplaced withdvd://1 -dvd-device /dev/dvd andrunas root tore-encode aDVD title directly.
Since it may take a few tries to get the desired result, it is recommended to instead dump the title to a file and
to work on the file.

7.4.2.2. The xine Video Player

xine is a video player with a reusable base library and a modular executable which can be extended with plugins.
It can be installed using the multimedia/xine package or port.

In practice, xine requires either a fast CPU with a fast video card, or support for the XVideo extension. The xine
video player performs best on XVideo interfaces.

By default, the xine player starts a graphical user interface. The menus can then be used to open a specific file.

Alternatively, xine may be invoked from the command line by specifying the name of the file to play:
% xine -g -p mymovie.avi

Refer to xine-project.org/faq for more information and troubleshooting tips.

7.4.2.3. The Transcode Utilities

Transcode provides a suite of tools for re-encoding video and audio files. Transcode can be used to merge video
files or repair broken files using command line tools with stdin/stdout stream interfaces.

In FreeBSD, Transcode can be installed using the multimedia/transcode package or port. Many users prefer to
compile the port as it provides a menu of compile options for specifying the support and codecs to compile in. If
an option is not selected, Transcode will not be able to encode that format. Use the arrow keys and spacebar to
select the required formats. When finished, press Enter to continue the port compile and installation.
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TV Cards

This example demonstrates how to convert a DivX file into a PAL MPEG-1 file (PAL VCD):

% transcode -i input.avi -V --export_prof vcd-pal -o output_vcd
% mplex -f 1 -o output_vcd.mpg output_vcd.mlv output vcd.mpa

The resulting MPEG file, output_vcd. mpg, is ready to be played with MPlayer. The file can be burned on a CD media
to create a video CD using a utility such as multimedia/vcdimager or sysutils/cdrdao.

In addition to the manual page for transcode , refer to transcoding.org/cgi-bin/transcode for further information
and examples.

7.5. TV Cards

Original contribution by Josef El-Rayes.
Enhanced and adapted by Marc Fonvieille.

TV cards can be used to watch broadcast or cable TV on a computer. Most cards accept composite video via an RCA
or S-video input and some cards include a FM radio tuner.

FreeBSD provides support for PCI-based TV cards using a Brooktree Bt848/849/878/879 video capture chip with
the bktr(4) driver. This driver supports most Pinnacle PCTV video cards. Before purchasing a TV card, consult
bktr(4) for a list of supported tuners.

7.5.1. Loading the Driver

In order to use the card, the bktr(4) driver must be loaded. To automate this at boot time, add the following line
to /boot/loader.conf :

bktr load="YES"

Alternatively, one can statically compile support for the TV card into a custom kernel. In that case, add the follow-
ing lines to the custom kernel configuration file:

device bktr
device iicbus
device iicbb
device smbus

These additional devices are necessary as the card components are interconnected via an 12C bus. Then, build and
install a new kernel.

To test that the tuner is correctly detected, reboot the system. The TV card should appear in the boot messages,
as seen in this example:

bktr0: <BrookTree 848A> mem 0xd7000000-0xd7000fff irq 10 at device 10.0 on pci0
iicbb@: <I2C bit-banging driver> on bti2cO

iicbus@: <Philips I2C bus> on iicbb0® master-only

iicbusl: <Philips I2C bus> on iicbb® master-only

smbus@: <System Management Bus> on bti2c0@

bktr0: Pinnacle/Miro TV, Philips SECAM tuner.

The messages will differ according to the hardware. If necessary, it is possible to override some of the detected
parameters using sysctl(8) or custom kernel configuration options. For example, to force the tuner to a Philips
SECAM tuner, add the following line to a custom kernel configuration file:

options OVERRIDE_TUNER=6

or, use sysctl(8):

# sysctl hw.bt848.tuner=6
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Refer to bktr(4) for a description of the available sysctl(8) parameters and kernel options.

7.5.2. Useful Applications

To use the TV card, install one of the following applications:

+ multimedia/fxtv provides TV-in-a-window and image/audio/video capture capabilities.
+ multimedia/xawtv is another TV application with similar features.

+ audio/xmradio provides an application for using the FM radio tuner of a TV card.

More applications are available in the FreeBSD Ports Collection.

7.5.3. Troubleshooting

If any problems are encountered with the TV card, check that the video capture chip and the tuner are supported by
bktr(4) and that the right configuration options were used. For more support or to ask questions about supported
TV cards, refer to the freebsd-multimedia mailing list.

7.6. MythTV

MythTV is a popular, open source Personal Video Recorder (PVR) application. This section demonstrates how to
install and setup MythTV on FreeBSD. Refer to mythtv.org/wiki for more information on how to use MythTV.

MythTV requires a frontend and a backend. These components can either be installed on the same system or on
different machines.

The frontend can be installed on FreeBSD using the multimedia/mythtv-frontend package or port. Xorg must also
be installed and configured as described in Chapter 5, The X Window System. 1deally, this system has a video card
that supports X-Video Motion Compensation (XvMC) and, optionally, a Linux Infrared Remote Control (LIRC)-
compatible remote.

To install both the backend and the frontend on FreeBSD, use the multimedia/mythtv package or port. A MySQL™
database server is also required and should automatically be installed as a dependency. Optionally, this system
should have a tuner card and sufficient storage to hold recorded data.

7.6.1. Hardware

MythTV uses Video for Linux (V4L) to access video input devices such as encoders and tuners. In FreeBSD, MythTV
works best with USB DVB-S/C/T cards as they are well supported by the multimedia/webcamd package or port
which provides a V4L userland application. Any Digital Video Broadcasting (DVB) card supported by webcamd
should work with MythTV. A list of known working cards can be found at wiki.freebsd.org/WebcamCompat. Drivers
are also available for Hauppauge cards in the multimedia/pvr250 and multimedia/pvrxxx ports, but they provide
a non-standard driver interface that does not work with versions of MythTV greater than 0.23. Due to licensing
restrictions, no packages are available and these two ports must be compiled.

The wiki.freebsd.org/HTPC page contains a list of all available DVB drivers.

7.6.2. Setting up the MythTV Backend

To install MythTV using binary packages:

# pkg install mythtv

Alternatively, to install from the Ports Collection:

# cd /usr/ports/multimedia/mythtv
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# make install

Once installed, set up the MythTV database:

# mysql -uroot -p < /usr/local/share/mythtv/database/mc.sql

Then, configure the backend:

# mythtv-setup

Finally, start the backend:

# sysrc mythbackend_enable=yes
# service mythbackend start

7.7. Image Scanners

Written by Marc Fonvieille.

In FreeBSD, access to image scanners is provided by SANE (Scanner Access Now Easy), which is available in the
FreeBSD Ports Collection. SANE will also use some FreeBSD device drivers to provide access to the scanner hard-
ware.

FreeBSD supports both SCSI and USB scanners. Depending upon the scanner interface, different device drivers
are required. Be sure the scanner is supported by SANE prior to performing any configuration. Refer to http://
www.sane-project.org/sane-supported-devices.html for more information about supported scanners.

This chapter describes how to determine if the scanner has been detected by FreeBSD. It then provides an overview
of how to configure and use SANE on a FreeBSD system.

7.7.1. Checking the Scanner

The GENERIC kernel includes the device drivers needed to support USB scanners. Users with a custom kernel should
ensure that the following lines are present in the custom kernel configuration file:

device usb
device uhci
device ohci
device ehci
device xhci

To determine if the USB scanner is detected, plug it in and use dmesg to determine whether the scanner appears
in the system message bulffer. If it does, it should display a message similar to this:

ugen0.2: <EPSON> at usbusO
In this example, an EPSON Perfection® 1650 USB scanner was detected on /dev/ugen@.2 .

If the scanner uses a SCSI interface, it is important to know which SCSI controller board it will use. Depending
upon the SCSI chipset, a custom kernel configuration file may be needed. The GENERIC kernel supports the most
common SCSI controllers. Refer to /usr/src/sys/conf/NOTES to determine the correct line to add to a custom
kernel configuration file. In addition to the SCSI adapter driver, the following lines are needed in a custom kernel
configuration file:

device scbus
device pass

Verify that the device is displayed in the system message buffer:

pass2 at aic@ bus 0 target 2 lun 0
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pass2: <AGFA SNAPSCAN 600 1.10> Fixed Scanner SCSI-2 device
pass2: 3.300MB/s transfers

If the scanner was not powered-on at system boot, it is still possible to manually force detection by performing
a SCSI bus scan with camcontrol:

# camcontrol rescan all

Re-scan of bus 0 was successful
Re-scan of bus 1 was successful
Re-scan of bus 2 was successful
Re-scan of bus 3 was successful

The scanner should now appear in the SCSI devices list:

# camcontrol devlist

<IBM DDRS-34560 S97B> at scbus@ target 5 lun 0 (pass0,da®)
<IBM DDRS-34560 S97B> at scbus@ target 6 lun 0 (passl,dal)
<AGFA SNAPSCAN 600 1.10> at scbusl target 2 lun 0 (pass3)

<PHILIPS CDD3610 CD-R/RW 1.00> at scbus2 target 0 lun 0 (pass2,cd0)

Refer to scsi(4) and camcontrol(8) for more details about SCSI devices on FreeBSD.

7.7.2. SANE Configuration

The SANE system provides the access to the scanner via backends (graphics/sane-backends). Refer to http://
www.sane-project.org/sane-supported-devices.html to determine which backend supports the scanner. A graph-
ical scanning interface is provided by third party applications like Kooka (graphics/kooka) or XSane (graph-
ics/xsane). SANE's backends are enough to test the scanner.

To install the backends from binary package:

# pkg install sane-backends

Alternatively, to install from the Ports Collection

# cd /usr/ports/graphics/sane-backends
# make install clean

After installing the graphics/sane-backends port or package, use sane-find-scanner to check the scanner detec-
tion by the SANE system:

# sane-find-scanner -q
found SCSI scanner "AGFA SNAPSCAN 600 1.10" at /dev/pass3

The output should show the interface type of the scanner and the device node used to attach the scanner to the
system. The vendor and the product model may or may not appear.

Note
@ Some USB scanners require firmware to be loaded. Refer to sane-find-scanner(1) and sane(7)
for details.

Next, check if the scanner will be identified by a scanning frontend. The SANE backends include scanimage which
can be used to list the devices and perform an image acquisition. Use -L to list the scanner devices. The first
example is for a SCSI scanner and the second is for a USB scanner:

# scanimage -L

device ‘snapscan:/dev/pass3' is a AGFA SNAPSCAN 600 flatbed scanner
# scanimage -L
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device 'epson2:libusb:000:002' is a Epson GT-8200 flatbed scanner

In this second example, epson2 is the backend name and 1ibusb:000:002 means /dev/ugend.2 isthe device node
used by the scanner.

If scanimage is unable to identify the scanner, this message will appear:
# scanimage -L

No scanners were identified. If you were expecting something different,
check that the scanner is plugged in, turned on and detected by the
sane-find-scanner tool (if appropriate). Please read the documentation
which came with this software (README, FAQ, manpages).

If this happens, edit the backend configuration file in /usr/local/etc/sane.d/ and define the scanner device
used. For example, if the undetected scanner model is an EPSON Perfection® 1650 and it uses the epson2 backend,
edit /usr/local/etc/sane.d/epson2.conf . When editing, add a line specifying the interface and the device node
used. In this case, add the following line:

usb /dev/ugen@.2

Save the edits and verify that the scanner is identified with the right backend name and the device node:

# scanimage -L
device 'epson2:1libusb:000:002' is a Epson GT-8200 flatbed scanner

Once scanimage -L sees the scanner, the configuration is complete and the scanner is now ready to use.

While scanimage can be used to perform an image acquisition from the command line, it is often preferable to use
a graphical interface to perform image scanning. Applications like Kooka or XSane are popular scanning frontends.
They offer advanced features such as various scanning modes, color correction, and batch scans. XSane is also
usable as a GIMP plugin.

7.7.3. Scanner Permissions

In order to have access to the scanner, a user needs read and write permissions to the device node used by the
scanner. In the previous example, the USB scanner uses the device node /dev/ugen®.2 which is really a symlink to
the real device node /dev/usb/0.2.0 . The symlink and the device node are owned, respectively, by the wheel and
operator groups. While adding the user to these groups will allow access to the scanner, it is considered insecure
to add a user to wheel. A better solution is to create a group and make the scanner device accessible to members
of this group.

This example creates a group called usb:

# pw groupadd usb

Then, make the /dev/ugen®.2 symlink and the /dev/usb/0.2.0 device node accessible to the usb group with
write permissions of 0660 or 0664 by adding the following lines to /etc/devfs.rules:

[system=5]
add path ugen0.2 mode 0660 group usb
add path usb/0.2.0 mode 0666 group usb

Note
@ It happens the device node changes with the addition or removal of devices, so one may want
to give access to all USB devices using this ruleset instead:

[system=5]
add path 'ugen*' mode 0660 group usb
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Refer to devfs.rules(5) for more information about this file.

Next, enable the ruleset in /etc/rc.conf:

And, restart the devfs(8) system:

Finally, add the users to usb in order to allow access to the scanner:

For more details refer to pw(8).
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Chapter 8. Configuring the FreeBSD
Kernel

8.1. Synopsis

The kernel is the core of the FreeBSD operating system. It is responsible for managing memory, enforcing security
controls, networking, disk access, and much more. While much of FreeBSD is dynamically configurable, it is still
occasionally necessary to configure and compile a custom kernel.

After reading this chapter, you will know:

+ When to build a custom kernel.

* How to take a hardware inventory.

+ How to customize a kernel configuration file.

* How to use the kernel configuration file to create and build a new kernel.
* How to install the new kernel.

* How to troubleshoot if things go wrong.

All of the commands listed in the examples in this chapter should be executed as root.

8.2. Why Build a Custom Kernel?

Traditionally, FreeBSD used a monolithic kernel. The kernel was one large program, supported a fixed list of de-
vices, and in order to change the kernel's behavior, one had to compile and then reboot into a new kernel.

Today, most of the functionality in the FreeBSD kernel is contained in modules which can be dynamically loaded
and unloaded from the kernel as necessary. This allows the running kernel to adapt immediately to new hardware
and for new functionality to be brought into the kernel. This is known as a modular kernel.

Occasionally, it is still necessary to perform static kernel configuration. Sometimes the needed functionality is so
tied to the kernel that it can not be made dynamically loadable. Some security environments prevent the loading
and unloading of kernel modules and require that only needed functionality is statically compiled into the kernel.

Building a custom kernel is often a rite of passage for advanced BSD users. This process, while time consuming, can
provide benefits to the FreeBSD system. Unlike the GENERIC kernel, which must support a wide range of hardware,
a custom kernel can be stripped down to only provide support for that computer's hardware. This has a number
of benefits, such as:

« Faster boot time. Since the kernel will only probe the hardware on the system, the time it takes the system to
boot can decrease.

+ Lower memory usage. A custom kernel often uses less memory than the GENERIC kernel by omitting unused
features and device drivers. This is important because the kernel code remains resident in physical memory at
all times, preventing that memory from being used by applications. For this reason, a custom kernel is useful
on a system with a small amount of RAM.

+ Additional hardware support. A custom kernel can add support for devices which are not present in the GENERIC
kernel.



Finding the System Hardware

Before building a custom kernel, consider the reason for doing so. If there is a need for specific hardware support,
it may already exist as a module.

Kernel modules exist in /boot/kernel and may be dynamically loaded into the running kernel using kldload(s).
Most kernel drivers have a loadable module and manual page. For example, the ath(4) wireless Ethernet driver has
the following information in its manual page:

Alternatively, to load the driver as a module at boot time, place the
following line in loader.conf(5):

if ath load="YES"
Adding if ath load="YES" to /boot/loader.conf will load this module dynamically at boot time.

In some cases, there is no associated module in /boot/kernel. This is mostly true for certain subsystems.

8.3. Finding the System Hardware

Before editing the kernel configuration file, it is recommended to perform an inventory of the machine's hardware.
On a dual-boot system, the inventory can be created from the other operating system. For example, Microsoft®'s
Device Manager contains information about installed devices.

Note
@ Some versions of Microsoft® Windows® have a System icon which can be used to access
Device Manager.

If FreeBSD is the only installed operating system, use dmesg(8) to determine the hardware that was found and listed
during the boot probe. Most device drivers on FreeBSD have a manual page which lists the hardware supported by
that driver. For example, the following lines indicate that the psm(4) driver found a mouse:

psmO: <PS/2 Mouse> irq 12 on atkbdcO

psmO: [GIANT-LOCKED]

psmO: [ITHREAD]
psmO@: model Generic PS/2 mouse, device ID 0

Since this hardware exists, this driver should not be removed from a custom kernel configuration file.

If the output of dmesg does not display the results of the boot probe output, instead read the contents of /var/
run/dmesg.boot.

Another tool for finding hardware is pciconf(8), which provides more verbose output. For example:

% pciconf -1lv
athOEpcif:3:0:0: class=0x020000 card=0x058al014 chip=0x1014168c rev=0x01 hdr=0x00

vendor = 'Atheros Communications Inc.'

device = 'AR5212 Atheros AR5212 802.1labg wireless'
class = network

subclass = ethernet

This output shows that the ath driver located a wireless Ethernet device.

The -k flag of man(1) can be used to provide useful information. For example, it can be used to display a list of
manual pages which contain a particular device brand or name:

# man -k Atheros

ath(4) - Atheros IEEE 802.11 wireless network driver
ath hal(4) - Atheros Hardware Access Layer (HAL)
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Once the hardware inventory list is created, refer to it to ensure that drivers for installed hardware are not removed
as the custom kernel configuration is edited.

8.4. The Configuration File

In order to create a custom kernel configuration file and build a custom kernel, the full FreeBSD source tree must
first be installed.

If /usr/src/ does not exist or it is empty, source has not been installed. Source can be installed using Subversion
and the instructions in Section A.3, “Using Subversion”.

Once source is installed, review the contents of /usr/src/sys . This directory contains a number of subdirecto-
ries, including those which represent the following supported architectures: and64, 1386, powerpc, and sparc64.
Everything inside a particular architecture's directory deals with that architecture only and the rest of the code is
machine independent code common to all platforms. Each supported architecture has a conf subdirectory which
contains the GENERIC kernel configuration file for that architecture.

Do not make edits to GENERIC. Instead, copy the file to a different name and make edits to the copy. The convention
is to use a name with all capital letters. When maintaining multiple FreeBSD machines with different hardware,
it is a good idea to name it after the machine's hostname. This example creates a copy, named MYKERNEL, of the
GENERIC configuration file for the and64 architecture:

# cd /usr/src/sys/ amd64 /conf
# cp GENERIC MYKERNEL

MYKERNEL can now be customized with any ASCII text editor. The default editor is vi, though an easier editor for
beginners, called ee, is also installed with FreeBSD.

The format of the kernel configuration file is simple. Each line contains a keyword that represents a device or
subsystem, an argument, and a brief description. Any text after a#is considered a comment and ignored. To remove
kernel support for a device or subsystem, put a # at the beginning of the line representing that device or subsystem.
Do not add or remove a # for any line that you do not understand.

Warning

O It is easy to remove support for a device or option and end up with a broken kernel. For
example, if the ata(4) driver is removed from the kernel configuration file, a system using
ATA disk drivers may not boot. When in doubt, just leave support in the kernel.

In addition to the brief descriptions provided in this file, additional descriptions are contained in NOTES, which
can be found in the same directory as GENERIC for that architecture. For architecture independent options, refer
to /usr/src/sys/conf/NOTES .

Tip
@ When finished customizing the kernel configuration file, save a backup copy to a location
outside of /usr/src.

Alternately, keep the kernel configuration file elsewhere and create a symbolic link to the
file:

# cd /usr/src/sys/amd64/conf
# mkdir /root/kernels
# cp GENERIC /root/kernels/MYKERNEL
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# ln -s /root/kernels/MYKERNEL

An include directive is available for use in configuration files. This allows another configuration file to be included
in the current one, making it easy to maintain small changes relative to an existing file. If only a small number of
additional options or drivers are required, this allows a delta to be maintained with respect to GENERIC, as seen
in this example:

include GENERIC
ident MYKERNEL

options IPFIREWALL

options DUMMYNET

options IPFIREWALL DEFAULT TO ACCEPT
options IPDIVERT

Using this method, the local configuration file expresses local differences from a GENERIC kernel. As upgrades
are performed, new features added to GENERIC will also be added to the local kernel unless they are specifically
prevented using nooptions or nodevice. A comprehensive list of configuration directives and their descriptions
may be found in config(5).

Note
@ To build a file which contains all available options, run the following command as root:

# cd /usr/src/sys/ arch/conf & make LINT

8.5. Building and Installing a Custom Kernel

Once the edits to the custom configuration file have been saved, the source code for the kernel can be compiled
using the following steps:

Procedure 8.1. Building a Kernel
1. Change to this directory:
# cd /usr/src

2. Compile the new kernel by specifying the name of the custom kernel configuration file:

# make buildkernel KERNCONF= MYKERNEL

3. Install the new kernel associated with the specified kernel configuration file. This command will copy the new
kernel to /boot/kernel/kernel and save the old kernel to /boot/kernel.old/kernel :

# make installkernel KERNCONF= MYKERNEL

4.  Shutdown the system and reboot into the new kernel. If something goes wrong, refer to The kernel does not
boot.

By default, when a custom kernel is compiled, all kernel modules are rebuilt. To update a kernel faster or to build
only custom modules, edit /etc/make.conf before starting to build the kernel.

For example, this variable specifies the list of modules to build instead of using the default of building all modules:

MODULES OVERRIDE = linux acpi
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Alternately, this variable lists which modules to exclude from the build process:

WITHOUT MODULES = linux acpi sound

Additional variables are available. Refer to make.conf(5) for details.

8.6. If Something Goes Wrong

There are four categories of trouble that can occur when building a custom kernel:

config fails
If config fails, it will print the line number that is incorrect. As an example, for the following message, make
sure that line 17 is typed correctly by comparing it to GENERIC or NOTES:

config: line 17: syntax error

make fails
If make fails, it is usually due to an error in the kernel configuration file which is not severe enough for config
to catch. Review the configuration, and if the problem is not apparent, send an email to the FreeBSD general
questions mailing list which contains the kernel configuration file.

The kernel does not boot
If the new kernel does not boot or fails to recognize devices, do not panic! Fortunately, FreeBSD has an ex-
cellent mechanism for recovering from incompatible kernels. Simply choose the kernel to boot from at the
FreeBSD boot loader. This can be accessed when the system boot menu appears by selecting the “Escape to a
loader prompt” option. At the prompt, type boot kernel.old, or the name of any other kernel that is known
to boot properly.

After booting with a good kernel, check over the configuration file and try to build it again. One helpful re-
source is /var/log/messages which records the kernel messages from every successful boot. Also, dmesg(8)
will print the kernel messages from the current boot.

Note

@ When troubleshooting a kernel, make sure to keep a copy of GENERIC, or some other ker-
nel that is known to work, as a different name that will not get erased on the next build.
This is important because every time a new kernel is installed, kernel.old is overwrit-
ten with the last installed kernel, which may or may not be bootable. As soon as possible,
move the working kernel by renaming the directory containing the good kernel:

# mv /boot/kernel /boot/kernel.bad
# mv /boot/ kernel.good /boot/kernel

The kernel works, but ps(1) does not
If the kernel version differs from the one that the system utilities have been built with, for example, a kernel
built from -CURRENT sources is installed on a -RELEASE system, many system status commands like ps(1) and
vmstat(8) will not work. To fix this, recompile and install a world built with the same version of the source
tree as the kernel. It is never a good idea to use a different version of the kernel than the rest of the operating
system.
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Chapter 9. Printing

Originally contributed by Warren Block.

Putting information on paper is a vital function, despite many attempts to eliminate it. Printing has two basic
components. The data must be delivered to the printer, and must be in a form that the printer can understand.

9.1. Quick Start

Basic printing can be set up quickly. The printer must be capable of printing plain ASCII text. For printing to other
types of files, see Section 9.5.3, “Filters”.

1. Create a directory to store files while they are being printed:
# mkdir -p /var/spool/lpd/lp

# chown daemon:daemon /var/spool/lpd/lp
# chmod 770 /var/spool/lpd/lp

2. Asroot, create /etc/printcap with these contents:
lp:\
:lp=/dev/unlpto:\ O
:sh:\
TMx#0:\
:sd=/var/spool/lpd/1p:\
:Uf=/var/log/lpd-errs:
©  This line is for a printer connected to a USB port.

For a printer connected to a parallel or “printer” port, use:
:lp=/dev/1pt0O:\
For a printer connected directly to a network, use:
:lp=:rm=network-printer-name :rp=raw:\
Replace network-printer-name with the DNS host name of the network printer.
3. Enable lpd by editing /etc/rc. conf , adding this line:
1pd enable="YES"

Start the service:

# service 1lpd start
Starting lpd.

4, Printatest:

# printf "1. This printer can print.\n2. This is the second line.\n" | 1lpr

@ Tip
If both lines do not start at the left border, but “stairstep” instead, see Section 9.5.3.1,
“Preventing Stairstepping on Plain Text Printers”.
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Text files can now be printed with 1pr. Give the filename on the command line, or pipe output directly into
lpr.

% lpr textfile.txt
% s -1h | 1pr

9.2. Printer Connections

Printers are connected to computer systems in a variety of ways. Small desktop printers are usually connected
directly to a computer's USB port. Older printers are connected to a parallel or “printer” port. Some printers are
directly connected to a network, making it easy for multiple computers to share them. A few printers use a rare
serial port connection.

FreeBSD can communicate with all of these types of printers.

USB

USB printers can be connected to any available USB port on the computer.

When FreeBSD detects a USB printer, two device entries are created: /dev/ulpt0® and /dev/unlpt® .Data sent
to either device will be relayed to the printer. After each print job, ulpt0 resets the USB port. Resetting the
port can cause problems with some printers, so the unlpt® device is usually used instead. unlpt@ does not
reset the USB port at all.

Parallel (IEEE-1284)

The parallel port device is /dev/1pt0 . This device appears whether a printer is attached or not, it is not au-
todetected.

Vendors have largely moved away from these “legacy” ports, and many computers no longer have them.
Adapters can be used to connect a parallel printer to a USB port. With such an adapter, the printer can be
treated as if it were actually a USB printer. Devices called print servers can also be used to connect parallel
printers directly to a network.

Serial (RS-232)

Serial ports are another legacy port, rarely used for printers except in certain niche applications. Cables, con-
nectors, and required wiring vary widely.

For serial ports built into a motherboard, the serial device name is /dev/cuau® or /dev/cuaul . Serial USB
adapters can also be used, and these will appear as /dev/cuaU 0.

Several communication parameters must be known to communicate with a serial printer. The most important
are baud rate or BPS (Bits Per Second) and parity. Values vary, but typical serial printers use a baud rate of 9600
and no parity.

Network
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Network printers are connected directly to the local computer network.

The DNS hostname of the printer must be known. If the printer is assigned a dynamic address by DHCP, DNS
should be dynamically updated so that the host name always has the correct IP address. Network printers are
often given static IP addresses to avoid this problem.

Most network printers understand print jobs sent with the LPD protocol. A print queue name can also be
specified. Some printers process data differently depending on which queue is used. For example, a raw queue

prints the data unchanged, while the text queue adds carriage returns to plain text.

Many network printers can also print data sent directly to port 9100.
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9.2.1. Summary

Wired network connections are usually the easiest to set up and give the fastest printing. For direct connection to
the computer, USB is preferred for speed and simplicity. Parallel connections work but have limitations on cable
length and speed. Serial connections are more difficult to configure. Cable wiring differs between models, and
communication parameters like baud rate and parity bits must add to the complexity. Fortunately, serial printers
are rare.

9.3. Common Page Description Languages

Data sent to a printer must be in a language that the printer can understand. These languages are called Page
Description Languages, or PDLs.

ASCII
Plain ASCII text is the simplest way to send data to a printer. Characters correspond one to one with what
will be printed: an A in the data prints an A on the page. Very little formatting is available. There is no way
to select a font or proportional spacing. The forced simplicity of plain ASCII means that text can be printed
straight from the computer with little or no encoding or translation. The printed output corresponds directly
with what was sent.

Some inexpensive printers cannot print plain ASCII text. This makes them more difficult to set up, but it is
usually still possible.

PostScript®
PostScript® is almost the opposite of ASCIL. Rather than simple text, a PostScript® program is a set of instruc-
tions that draw the final document. Different fonts and graphics can be used. However, this power comes at
a price. The program that draws the page must be written. Usually this program is generated by application
software, so the process is invisible to the user.

Inexpensive printers sometimes leave out PostScript® compatibility as a cost-saving measure.

PCL (Printer Command Language)
PCL is an extension of ASCII, adding escape sequences for formatting, font selection, and printing graphics.
Many printers provide PCL5 support. Some support the newer PCL6 or PCLXL. These later versions are super-
sets of PCL5 and can provide faster printing.

Host-Based
Manufacturers can reduce the cost of a printer by giving it a simple processor and very little memory. These
printers are not capable of printing plain text. Instead, bitmaps of text and graphics are drawn by a driver on
the host computer and then sent to the printer. These are called host-based printers.

Communication between the driver and a host-based printer is often through proprietary or undocumented
protocols, making them functional only on the most common operating systems.

9.3.1. Converting PostScript® to Other PDLs

Many applications from the Ports Collection and FreeBSD utilities produce PostScript® output. This table shows
the utilities available to convert that into other common PDLs:

Table 9.1. Output PDLs

Output PDL Generated By Notes

PCL or PCL5 print/ghostscript9-base -sDEVICE=1jet4 for monochrome, -
SDEVICE=cljet5 for color

PCLXL or PCL6 print/ghostscript9-base - sDEVICE=px1lmono for mono-
chrome, -sDEVICE=pxlcolor for col-
or
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Summary

Output PDL Generated By Notes

ESC/P2 print/ghostscript9-base -sDEVICE=uniprint
XQX print/foo2zjs

9.3.2. Summary

For the easiest printing, choose a printer that supports PostScript®. Printers that support PCL are the next pre-
ferred. With print/ghostscript9-base, these printers can be used as if they understood PostScript® natively. Print-
ers that support PostScript® or PCL directly almost always support direct printing of plain ASCII text files also.

Line-based printers like typical inkjets usually do not support PostScript® or PCL. They often can print plain ASCII
text files. print/ghostscript9-base supports the PDLs used by some of these printers. However, printing an entire
graphic-based page on these printers is often very slow due to the large amount of data to be transferred and
printed.

Host-based printers are often more difficult to set up. Some cannot be used at all because of proprietary PDLs.
Avoid these printers when possible.

Descriptions of many PDLs can be found at http://www.undocprint.org/formats/page_description_languages. The
particular PDL used by various models of printers can be found at http://www.openprinting.org/printers.

9.4. Direct Printing

For occasional printing, files can be sent directly to a printer device without any setup. For example, a file called
sample.txt can be sent to a USB printer:

# cp sample.txt /dev/unlpt0

Direct printing to network printers depends on the abilities of the printer, but most accept print jobs on port 9100,
and nc(1) can be used with them. To print the same file to a printer with the DNS hostname of netlaser:

# nc netlaser 9100 < sample.txt

9.5. LPD (Line Printer Daemon)

Printing a file in the background is called spooling. A spooler allows the user to continue with other programs on
the computer without waiting for the printer to slowly complete the print job.

FreeBSD includes a spooler called Ipd(8). Print jobs are submitted with lpr(1).

9.5.1. Initial Setup

A directory for storing print jobs is created, ownership is set, and the permissions are set to prevent other users
from viewing the contents of those files:

# mkdir -p /var/spool/lpd/lp
# chown daemon:daemon /var/spool/lpd/lp
# chmod 770 /var/spool/lpd/lp

Printers are defined in /etc/printcap. An entry for each printer includes details like a name, the port where it is
attached, and various other settings. Create /etc/printcap with these contents:

1p:\ (1]
:lp=/dev/unlpt0:\ &
:sh:\ ©
imx#0:\ O
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:sd=/var/spool/lpd/1lp:\ ©
:1f=/var/log/lpd-errs: @

@  The name of this printer. lpr(1) sends print jobs to the 1p printer unless another printer is specified with -
P, so the default printer should be named 1p.

®  The device where the printer is connected. Replace this line with the appropriate one for the connection
type shown here.

Connection Type Device Entry in /etc/printcap

USB :lp=/dev/unlpt0:\

This is the non-resetting USB printer device. If prob-
lems are experienced, use ulpt@ instead, which re-
sets the USB port on each use.

Parallel :lp=/dev/1pt0:\

Network For a printer supporting the LPD protocol:
:lp=: rm=network-printer-name :rp=raw:\
For printers supporting port 9100 printing:
: 1p=9100@network-printer-name :\

For both types, replace network-printer-name with
the DNS host name of the network printer.

Serial : 1p=/dev/cuau0:br=9600:pa=none:\

These values are for a typical serial printer connected
to a motherboard serial port. The baud rate is 9600,
and no parity is used.

Suppress the printing of a header page at the start of a print job.

Do not limit the maximum size of a print job.

The path to the spooling directory for this printer. Each printer uses its own spooling directory.
The log file where errors on this printer will be reported.

O000

After creating /etc/printcap, use chkprintcap(8) to test it for errors:
# chkprintcap
Fix any reported problems before continuing.
Enable Ipd(8) in /etc/rc.conf :
1pd _enable="YES"
Start the service:
# service lpd start
9.5.2. Printing with lpr(1)

Documents are sent to the printer with 1pr. A file to be printed can be named on the command line or piped into
1pr. These two commands are equivalent, sending the contents of doc. txt to the default printer:

% lpr doc.txt
% cat doc.txt | lpr

Printers can be selected with -P. To print to a printer called laser:
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% lpr -Plaser doc.txt

9.5.3. Filters

The examples shown so far have sent the contents of a text file directly to the printer. As long as the printer
understands the content of those files, output will be printed correctly.

Some printers are not capable of printing plain text, and the input file might not even be plain text.

Filters allow files to be translated or processed. The typical use is to translate one type of input, like plain text,
into a form that the printer can understand, like PostScript® or PCL. Filters can also be used to provide additional
features, like adding page numbers or highlighting source code to make it easier to read.

The filters discussed here are input filters or text filters. These filters convert the incoming file into different forms.
Use su(1) to become root before creating the files.

Filters are specified in /etc/printcap with the if= identifier. To use /usr/local/libexec/1f2crlf as a filter,
modify /etc/printcap like this:

1p:\
:lp=/dev/unlpt0:\
:sh:\
Tmx#0:\
:sd=/var/spool/1lpd/1lp:\
:if=/usr/local/libexec/1f2crif:\ @
:lf=/var/log/lpd-errs:

@  if=identifies the input filter that will be used on incoming text.

Tip

; The backslash line continuation characters at the end of the lines in printcap entries reveal
that an entry for a printer is really just one long line with entries delimited by colon charac-
ters. An earlier example can be rewritten as a single less-readable line:

lp:1lp=/dev/unlptO:sh:mx#0:sd=/var/spool/lpd/lp:if=/usr/local/libexec/
1f2crlf:1f=/var/log/lpd-errs:

9.5.3.1. Preventing Stairstepping on Plain Text Printers

Typical FreeBSD text files contain only a single line feed character at the end of each line. These lines will “stairstep”
on a standard printer:

A printed file looks

like the steps of a staircase
scattered by the wind

A filter can convert the newline characters into carriage returns and newlines. The carriage returns make the
printer return to the left after each line. Create /usr/local/libexec/1f2crlf with these contents:

#!/bin/sh

CR=$'\r"

/usr/bin/sed -e "s/$/${CR}/g"

Set the permissions and make it executable:

# chmod 555 /usr/local/libexec/1f2crlf

Modify /etc/printcap to use the new filter:
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:if=/usr/local/libexec/1f2crlf:\

Test the filter by printing the same plain text file. The carriage returns will cause each line to start at the left side
of the page.

9.5.3.2. Fancy Plain Text on PostScript® Printers with print/enscript

GNU Enscript converts plain text files into nicely-formatted PostScript® for printing on PostScript® printers. It
adds page numbers, wraps long lines, and provides numerous other features to make printed text files easier to
read. Depending on the local paper size, install either print/enscript-letter or print/enscript-a4 from the Ports
Collection.

Create /usr/local/libexec/enscript with these contents:

#!/bin/sh
/usr/local/bin/enscript -o -

Set the permissions and make it executable:

# chmod 555 /usr/local/libexec/enscript

Modify /etc/printcap to use the new filter:

:if=/usr/local/libexec/enscript:\
Test the filter by printing a plain text file.
9.5.3.3. Printing PostScript® to PCL Printers

Many programs produce PostScript® documents. However, inexpensive printers often only understand plain text
or PCL. This filter converts PostScript® files to PCL before sending them to the printer.

Install the Ghostscript PostScript® interpreter, print/ghostscript9-base, from the Ports Collection.

Create /usr/local/libexec/ps2pcl with these contents:

#1/bin/sh
/usr/local/bin/gs -dSAFER -dNOPAUSE -dBATCH -q -sDEVICE=1ljet4 -sOutputFile=- -

Set the permissions and make it executable:

# chmod 555 /usr/local/libexec/ps2pcl
PostScript® input sent to this script will be rendered and converted to PCL before being sent on to the printer.

Modify /etc/printcap to use this new input filter:

:if=/usr/local/libexec/ps2pcl:\

Test the filter by sending a small PostScript® program to it:

% printf "%%\!PS \n /Helvetica findfont 18 scalefont setfont \
72 432 moveto (PostScript printing successful.) show showpage \004" | lpr

9.5.3.4. Smart Filters

Afilter that detects the type of input and automatically converts it to the correct format for the printer can be very
convenient. The first two characters of a PostScript® file are usually %!. A filter can detect those two characters.
PostScript® files can be sent on to a PostScript® printer unchanged. Text files can be converted to PostScript®
with Enscript as shown earlier. Create /usr/local/libexec/psif with these contents:

#!/bin/sh
#
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Set the permissions and make it executable:

Modify /etc/printcap to use this new input filter:

Test the filter by printing PostScript® and plain text files.
9.5.3.5. Other Smart Filters

Writing a filter that detects many different types of input and formats them correctly is challenging. print/apsfilter
from the Ports Collection is a smart “magic” filter that detects dozens of file types and automatically converts them
to the PDL understood by the printer. See http://www.apsfilter.org for more details.

9.5.4. Multiple Queues

The entries in /etc/printcap are really definitions of queues. There can be more than one queue for a single print-
er. When combined with filters, multiple queues provide users more control over how their jobs are printed.

As an example, consider a networked PostScript® laser printer in an office. Most users want to print plain text,
but a few advanced users want to be able to print PostScript® files directly. Two entries can be created for the
same printer in /etc/printcap:

Documents sent to textprinter will be formatted by the /usr/local/libexec/enscript filter shown in an earlier
example. Advanced users can print PostScript® files on psprinter, where no filtering is done.

This multiple queue technique can be used to provide direct access to all kinds of printer features. A printer with
a duplexer could use two queues, one for ordinary single-sided printing, and one with a filter that sends the com-
mand sequence to enable double-sided printing and then sends the incoming file.
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9.5.5. Monitoring and Controlling Printing
Several utilities are available to monitor print jobs and check and control printer operation.
9.5.5.1. Ipq(1)

lpq(1) shows the status of a user's print jobs. Print jobs from other users are not shown.

Show the current user's pending jobs on a single printer:

Show the current user's pending jobs on all printers:

9.5.5.2. Iprm(1)

lprm(1) is used to remove print jobs. Normal users are only allowed to remove their own jobs. root can remove
any or all jobs.

Remove all pending jobs from a printer:

Remove a single job from a printer. Ipq(1) is used to find the job number.

9.5.5.3. Ipc(8)

lpc(8) is used to check and modify printer status. 1pc is followed by a command and an optional printer name. all
can be used instead of a specific printer name, and the command will be applied to all printers. Normal users can
view status with Ipc(8). Only root can use commands which modify printer status.

Show the status of all printers:
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Prevent a printer from accepting new jobs, then begin accepting new jobs again:

Stop printing, but continue to accept new jobs. Then begin printing again:

Restart a printer after some error condition:

Turn the print queue off and disable printing, with a message to explain the problem to users:

Re-enable a printer that is down:

See Ipc(8) for more commands and options.

9.5.6. Shared Printers

Printers are often shared by multiple users in businesses and schools. Additional features are provided to make
sharing printers more convenient.

9.5.6.1. Aliases

The printer name is set in the first line of the entry in /etc/printcap . Additional names, or aliases, can be added
after that name. Aliases are separated from the name and each other by vertical bars:

Aliases can be used in place of the printer name. For example, users in the Sales department print to their printer
with

[ut
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Users in the Repairs department print to their printer with
% lpr -Prepairsprinter repairs-report.txt

All of the documents print on that single printer. When the Sales department grows enough to need their own
printer, the alias can be removed from the shared printer entry and used as the name of a new printer. Users in
both departments continue to use the same commands, but the Sales documents are sent to the new printer.

9.5.6.2. Header Pages

It can be difficult for users to locate their documents in the stack of pages produced by a busy shared printer.
Header pages were created to solve this problem. A header page with the user name and document name is printed
before each print job. These pages are also sometimes called banner or separator pages.

Enabling header pages differs depending on whether the printer is connected directly to the computer with a USB,
parallel, or serial cable, or is connected remotely over a network.

Header pages on directly-connected printers are enabled by removing the :sh:\ (Suppress Header) line from the
entry in /etc/printcap . These header pages only use line feed characters for new lines. Some printers will need
the /usr/share/examples/printing/hpif filter to prevent stairstepped text. The filter configures PCL printers
to print both carriage returns and line feeds when a line feed is received.

Header pages for network printers must be configured on the printer itself. Header page entries in /etc/printcap
are ignored. Settings are usually available from the printer front panel or a configuration web page accessible with
a web browser.

9.5.7. References
Example files: /usr/share/examples/printing/ .
The 4.3BSD Line Printer Spooler Manual, /usr/share/doc/smm/07 . 1pd/paper.ascii.gz .

Manual pages: printcap(5), Ipd(8), Ipr(1), lpc(8), lprm(1), Ipq(1).

9.6. Other Printing Systems

Several other printing systems are available in addition to the built-in Ipd(8). These systems offer support for other
protocols or additional features.

9.6.1. CUPS (Common UNIX® Printing System)

CUPS is a popular printing system available on many operating systems. Using CUPS on FreeBSD is documented in
a separate article:https://www.FreeBSD.org/doc/en_US.1S08859-1/articles/cups

9.6.2. HPLIP

Hewlett Packard provides a printing system that supports many of their inkjet and laser printers. The port is print/
hplip. The main web page is at http://hplipopensource.com/hplip-web/index.html. The port handles all the in-
stallation details on FreeBSD. Configuration information is shown at http://hplipopensource.com/hplip-web/in-
stall/manual/hp_setup.html.

9.6.3. LPRng

LPRng was developed as an enhanced alternative to lpd(8). The port is sysutils/LPRng. For details and documen-
tation, see http://www.lprng.com/.
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Chapter 10. Linux® Binary
Compatibility

Restructured and parts updated by Jim Mock.
Originally contributed by Brian N. Handy and Rich Murphey.

10.1. Synopsis

FreeBSD provides binary compatibility with Linux®, allowing users to install and run most Linux® binaries on
a FreeBSD system without having to first modify the binary. It has even been reported that, in some situations,
Linux® binaries perform better on FreeBSD than they do on Linux®.

However, some Linux®-specific operating system features are not supported under FreeBSD. For example, Linux®
binaries will not work on FreeBSD if they overly use i386™ specific calls, such as enabling virtual 8086 mode.

Note
@ Support for 64-bit binary compatibility with Linux® was added in FreeBSD 10.3.

After reading this chapter, you will know:

+ How to enable Linux® binary compatibility on a FreeBSD system.
+ How to install additional Linux® shared libraries.

* How to install Linux® applications on a FreeBSD system.

+ The implementation details of Linux® compatibility in FreeBSD.
Before reading this chapter, you should:

+ Know how to install additional third-party software.

10.2. Configuring Linux® Binary Compatibility

By default, Linux® libraries are not installed and Linux® binary compatibility is not enabled. Linux® libraries can
either be installed manually or from the FreeBSD Ports Collection.

Before attempting to build the port, load the Linux® kernel module, otherwise the build will fail:
# kldload linux

For 64-bit compatibility:
# kldload linux64

To verify that the module is loaded:

% kldstat
Id Refs Address Size Name



Installing Additional Libraries Manually

1 2 0xc0100000 16bdb8 kernel
7 1 0xc24db000 dOOO linux.ko

The emulators/linux_base-c7 package or port is the easiest way to install a base set of Linux® libraries and binaries
on a FreeBSD system. To install the port:

# pkg install emulators/linux_base-c7

For Linux® compatibility to be enabled at boot time, add this line to /etc/rc.conf :

linux_enable="YES"
On 64-bit machines, /etc/rc.d/abi will automatically load the module for 64-bit emulation.

Since the Linux® binary compatibility layer has gained support for running both 32- and 64-bit Linux® binaries
(on 64-bit x86 hosts), it is no longer possible to link the emulation functionality statically into a custom kernel.

10.2.1. Installing Additional Libraries Manually

If a Linux® application complains about missing shared libraries after configuring Linux® binary compatibility,
determine which shared libraries the Linux® binary needs and install them manually.

From a Linux® system, 1dd can be used to determine which shared libraries the application needs. For example, to
check which shared libraries 1inuxdoom needs, run this command from a Linux® system that has Doom installed:

% 1ldd linuxdoom

libXt.so0.3 (DLL Jump 3.1) => /usr/X11/lib/1libXt.s0.3.1.0
libX11.s0.3 (DLL Jump 3.1) => /usr/X11/1ib/1ibX11.s0.3.1.0
libc.so.4 (DLL Jump 4.5pl26) => /lib/libc.s0.4.6.29

Then, copy all the files in the last column of the output from the Linux® system into /compat/linux on the Free-
BSD system. Once copied, create symbolic links to the names in the first column. This example will result in the
following files on the FreeBSD system:

/compat/linux/usr/X11/1ib/1ibXt.s0.3.1.0
/compat/linux/usr/X11/1ib/1libXt.s0.3 -> libXt.so0.3.1.0
/compat/linux/usr/X11/1ib/1ibX11.50.3.1.0
/compat/linux/usr/X11/1ib/1ibX11.s0.3 -> libX11l.s0.3.1.0
/compat/linux/lib/libc.s0.4.6.29
/compat/linux/lib/libc.s0.4 -> libc.s0.4.6.29

If a Linux® shared library already exists with a matching major revision number to the first column of the 1dd
output, it does not need to be copied to the file named in the last column, as the existing library should work. It
is advisable to copy the shared library if it is a newer version, though. The old one can be removed, as long as the
symbolic link points to the new one.

For example, these libraries already exist on the FreeBSD system:

/compat/linux/lib/libc.s0.4.6.27
/compat/linux/lib/libc.s0.4 -> libc.s0.4.6.27

and 1dd indicates that a binary requires a later version:
libc.so.4 (DLL Jump 4.5pl26) -> libc.s0.4.6.29

Since the existing library is only one or two versions out of date in the last digit, the program should still work
with the slightly older version. However, it is safe to replace the existing libc.so with the newer version:

/compat/linux/lib/libc.s0.4.6.29
/compat/linux/lib/libc.s0.4 -> libc.s0.4.6.29
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Generally, one will need to look for the shared libraries that Linux® binaries depend on only the first few times
that a Linux® program is installed on FreeBSD. After a while, there will be a sufficient set of Linux® shared libraries
on the system to be able to run newly installed Linux® binaries without any extra work.

10.2.2. Installing Linux® ELF Binaries
ELF binaries sometimes require an extra step. When an unbranded ELF binary is executed, it will generate an error
message:

% ./my-linux-elf-binary

ELF binary type not known
Abort

To help the FreeBSD kernel distinguish between a FreeBSD ELF binary and a Linux® binary, use brandelf(1):
% brandelf -t Linux my-linux-elf-binary

Since the GNU toolchain places the appropriate branding information into ELF binaries automatically, this step
is usually not necessary.

10.2.3. Installing a Linux® RPM Based Application

To install a Linux® RPM-based application, first install the archivers/rpm4 package or port. Once installed, root
can use this command to install a . rpm:

# cd /compat/linux
# rpm2cpio < /path/to/linux.archive.rpm | cpio -id

If necessary, brandelf the installed ELF binaries. Note that this will prevent a clean uninstall.

10.2.4. Configuring the Hostname Resolver

If DNS does not work or this error appears:

resolv+: "bind" is an invalid keyword resolv+:
"hosts" is an invalid keyword

configure /compat/linux/etc/host.conf as follows:

order hosts, bind
multi on

This specifies that /etc/hosts is searched first and DNS is searched second. When /compat/linux/etc/
host.conf does not exist, Linux® applications use /etc/host.conf and complain about the incompatible Free-
BSD syntax. Remove bind if a name server is not configured using /etc/resolv.conf.

10.3. Advanced Topics

This section describes how Linux® binary compatibility works and is based on an email written to Free-
BSD chat mailing list by Terry Lambert <tlambert@rimenet.com> (Message ID: <199906020108. SAAG7001@us -
r@9.primenet.com>).

FreeBSD has an abstraction called an “execution class loader”. This is a wedge into the execve(2) system call.

Historically, the UNIX® loader examined the magic number (generally the first 4 or 8 bytes of the file) to see if it
was a binary known to the system, and if so, invoked the binary loader.

If it was not the binary type for the system, the execve(2) call returned a failure, and the shell attempted to start
executing it as shell commands. The assumption was a default of “whatever the current shell is”.
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Later, a hack was made for sh(1) to examine the first two characters, and if they were :\n, it invoked the csh(1)
shell instead.

FreeBSD has a list of loaders, instead of a single loader, with a fallback to the #! loader for running shell interpreters
or shell scripts.

For the Linux® ABI support, FreeBSD sees the magic number as an ELF binary. The ELF loader looks for a specialized
brand, which is a comment section in the ELF image, and which is not present on SVR4/Solaris™ ELF binaries.

For Linux® binaries to function, they must be branded as type Linux using brandelf(1):

# brandelf -t Linux file

When the ELF loader sees the Linux brand, the loader replaces a pointer in the proc structure. All system calls
are indexed through this pointer. In addition, the process is flagged for special handling of the trap vector for the
signal trampoline code, and several other (minor) fix-ups that are handled by the Linux® kernel module.

The Linux® system call vector contains, among other things, a list of sysent[] entries whose addresses reside in
the kernel module.

When a system call is called by the Linux® binary, the trap code dereferences the system call function pointer off
the proc structure, and gets the Linux®, not the FreeBSD, system call entry points.

Linux® mode dynamically reroots lookups. This is, in effect, equivalent to union to file system mounts. First, an
attempt is made to lookup the file in /compat/linux/original-path. If that fails, the lookup is done in /origi-
nal-path. This makes sure that binaries that require other binaries can run. For example, the Linux® toolchain
can all run under Linux® ABI support. It also means that the Linux® binaries can load and execute FreeBSD bina-
ries, if there are no corresponding Linux® binaries present, and that a uname(1) command can be placed in the /
compat/linux directory tree to ensure that the Linux® binaries cannot tell they are not running on Linux®.

In effect, there is a Linux® kernel in the FreeBSD kernel. The various underlying functions that implement all of
the services provided by the kernel are identical to both the FreeBSD system call table entries, and the Linux®
system call table entries: file system operations, virtual memory operations, signal delivery, and System V IPC. The
only difference is that FreeBSD binaries get the FreeBSD glue functions, and Linux® binaries get the Linux® glue
functions. The FreeBSD glue functions are statically linked into the kernel, and the Linux® glue functions can be
statically linked, or they can be accessed via a kernel module.

Technically, this is not really emulation, it is an ABI implementation. It is sometimes called “Linux® emulation”
because the implementation was done at a time when there was no other word to describe what was going on.
Saying that FreeBSD ran Linux® binaries was not true, since the code was not compiled in.
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Contributed by Aaron Peters.
DocBook markup edits by Benedict Reuschling.

11.1. Synopsis

WINE, which stands for Wine Is Not an Emulator, is technically a software translation layer. It enables to install
and run some software written for Windows® on FreeBSD (and other) systems.

It operates by intercepting system calls, or requests from the software to the operating system, and translating
them from Windows® calls to calls that FreeBSD understands. It will also translate any responses as needed into
what the Windows® software is expecting. So in some ways, it emulates a Windows® environment, in that it pro-
vides many of the resources Windows® applications are expecting.

However, it is not an emulator in the traditional sense. Many of these solutions operate by constructing an entire
other computer using software processes in place of hardware Virtualization (such as that provided by the emu-
lators/qemu port) operates in this way. One of the benefits of this approach is the ability to install a full version
of the 0S in question to the emulator. It means that the environment will not look any different to applications
than a real machine, and chances are good that everything will work on it. The downside to this approach is the
fact that software acting as hardware is inherently slower than actual hardware. The computer built in software
(called the guest) requires resources from the real machine (the host), and holds on to those resources for as long
as it is running.

The WINE Project, on the other hand, is much lighter on system's resources. It will translate system calls on the
fly, so while it is difficult to be as fast as a real Windows® computer, it can come very close. On the other hand,
WINE is trying to keep up with a moving target in terms of all the different system calls and other functionality
it needs to support. As a result there may be applications that do not work as expected on WINE, will not work at
all, or will not even install to begin with.

At the end of the day, WINE provides another option to try to get a particular Windows® software program running
on FreeBSD. It can always serve as the first option which, if successful, offers a good experience without unneces-
sarily depleting the host FreeBSD system's resources.

This chapter will describe:

* How to install WINE on a FreeBSD system.

+ How WINE operates, and how it is different from other alternatives like virtualizaton.
+ How to fine-tune WINE to the specific needs of some applications.

+ How to install GUT helpers for WINE.

+ Common tips and solutions for on FreeBSD.

+ Considerations for WINE on FreeBSD in terms of the multi-user environment.
Before reading this chapter, it will be useful to:

+ Understand the basics of UNIX® and FreeBSD.

+ Know how to install FreeBSD.

+ Know how to set up a network connection.

+ Know how to install additional third-party software.
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11.2. WINE Overview & Concepts

WINE is a complex system, so before running it on a FreeBSD system it is worth gaining an understanding of what
it is and how it works.

11.2.1. What is WINE?

As mentioned in the Synopsis for this chapter, WINE is a compatibility layer that allows Windows® applications to

run on other operating systems. In theory, it means these programs should run on systems like FreeBSD, macOS,

and Android.

When WINE runs a Windows® executable, two things occur:

« Firstly, WINE implements an environment that mimics that of various versions of Windows®. For example, if
an application requests access to a resource such as RAM, WINE has a memory interface that looks and acts (as

far as the application is concerned) like Windows®.

+ Then, once that application makes use of that interface, WINE takes the incoming request for space in memory
and translates it to something compatible with the host system. In the same way when the application retrieves
that data, WINE facilitates fetching it from the host system and passing it back to the Windows® application.

11.2.2. WINE and the FreeBSD System
Installing WINE on a FreeBSD system will entail a few different components:

» FreeBSD applications for tasks such as running the Windows® executables, configuring the WINE sub-system,
or compiling programs with WINE support.

+ Alarge number of libraries that implement the core functions of Windows® (for example /1ib/wine/api-ms-
core-memory-11-1-1.d11.so, which is part of the aforementioned memory interface).

+ A number of Windows® executables, which are (or mimic) common utilities (such as /1ib/wine/notepad.ex-
e.so, which provides the standard Windows® text editor).

+ Additional Windows® assets, in particular fonts (like the Tahoma font, which is stored in share/wine/fonts/
tahoma. ttf in the install root).

11.2.3. Graphical Versus Text Mode/Terminal Programs in WINE

As an operating system where terminal utilities are “first-class citizens,” it is natural to assume that WINE will
contain extensive support for text-mode program. However, the majority of applications for Windows®, especially
the most popular ones, are designed with a graphical user interface (GUI) in mind. Therefore, WINE's utilities are
designed by default to launch graphical programs.

However, there are three methods available to run these so-called Console User Interface (CUI) programs:

¢ The Bare Streams approach will display the output directly to standard output.

+ The wineconsole utility can be used with either the user or curses backed to utilize some of the enhancements the
WINE system provides for CUI applications.

These approaches are described in greater detail on the WINE Wiki.
11.2.4. WINE Derivative Projects

WINE itself is a mature open source project, so it is little surprise it is used as the foundation of more complex
solutions.
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11.2.4.1. Commercial WINE Implementations

A number of companies have taken WINE and made it a core of their own, proprietary products (WINE's LGPL
license permits this). Two of the most famous of these are as follows:

+ Codeweavers CrossOver

This solution provides a simplified “one-click” installation of WINE, which contains additional enhancements and
optimizations (although the company contributes many of these back upstream to the WINE project). One area of
focus for Codeweavers is to make the most popular applications install and run smoothly.

While the company once produced a native FreeBSD version of their CrossOver solution, it appears to have long
been abandoned. While some resources (such as a dedicated forum) are still present, they also have seen no activity
for some time.

¢ Steam Proton

Gaming company Steam also uses WINE to enable Windows® games to install and run on other systems. it is pri-
mary target is Linux-based systems, though some support exists for macOS as well.

While Steam does not offer a native FreeBSD client,there are several options for using the Linux® client using
FreeBSD's Linux Compatibility Layer.

11.2.4.2. WINE Companion Programs

In addition to proprietary offerings, other projects have released applications designed to work in tandem with the
standard, open source version of WINE. The goals for these can range from making installation easier to offering
easy ways to get popular software installed.

These solutions are covered in greater detail in the later section on GUI frontends, and include the following:
+ winetricks

¢ Homura

11.2.5. Alternatives to WINE
For FreeBSD users, some alternatives to using WINE are as follows:

+ Dual-Booting: A straightforward option is to run desired Windows® applications natively on that 0S. This of
course means existing FreeBSD in order to boot Windows®, so this method is not feasible if access to programs
in both systems is required simultaneously.

+ Virtual Machines: Virtual Machines (VMs), as mentioned earlier in this chapter, are software processes that
emulate full sets of hardware, on which additional operating systems (including Windows®) can be installed
and run. Modern tools make VMs easy to create and manage, but this method comes at a cost. A good portion of
the host systems resources must be allocated to each VM, and those resources cannot be reclaimed by the host
as long as the VM is running. A few examples of VM managers include the open source solutions gemu, bhyve,
and VirtualBox. See the chapter on Virtualization for more detail.

+ Remote Access: Like many other UNIX®-like systems, FreeBSD can run a variety of applications enabling users
to remotely access Windows® computers and use their programs or data. In addtion to clients such as xrdp that
connect to the standard Windows® Remote Desktop Protocol, other open source standards such as vnc can also
be used (provided a compatible server is present on the other side).

11.3. Installing WINE on FreeBSD

WINE can be installed via the pkg tool, or by compiling the port(s).
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11.3.1. WINE Prerequistes

Before installing WINE itself, it is useful to have the following pre-requisites installed.
« AGUI

Most Windows® programs are expecting to have a graphical user interface available. If WINE is installed without
one present, its dependencies will include the Wayland compositor, and so a GUI will be installed along with WINE.
But it is useful to have the GUI of choice installed, configured, and working correctly before installing WINE.

+ wine-gecko

The Windows® operating system has for some time had a default web browser pre-installed: Internet Explorer. As
a result, some applications work under the assumption that there will always be something capable of displaying
web pages. In order to provide this functionality, the WINE layer includes a web browser component using the
Mozilla project's Gecko engine. When WINE is first launched it will offer to download and install this, and there
are reasons users might want it do so (these will be covered in a later chapter). But they can also install it prior to
installing WINE, or alongside the install of WINE proper.

Install this package with the following:
# pkg install wine-gecko
Alternately, compile the port with the following:

# cd /usr/ports/emulator/wine-gecko
# make install

* wine-mono

This port installs the MONO framework, an open source implementation of Microsoft's .NET. Including this with
the WINE installation will make it that much more likely that any applications written in .NET will install and run
on the system.

To install the package:
# pkg install wine-mono
To compile from the ports collection:

# cd /usr/ports/emulator/wine-mono
# make install

11.3.2. Installing WINE via FreeBSD Package Repositories

With the pre-requisites in place, install WINE via package with the following command:
# pkg install wine

Alternately compile the WINE sub-system from source with the following:

# cd /usr/ports/emulator/wine
# make install

11.3.3. Concerns of 32- Versus 64-Bit in WINE Installations

Like most software, Windows® applications made the upgrade from the older 32-bit architecture to 64 bits. And
most recent software is written for 64-bit operating systems, although modern OSes can sometimes continue to
run older 32-bit programs as well. FreeBSD is no different, having had support for 64-bit since the 5.x series.
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However, using old software no longer supported by default is a common use for emulators, and users commonly
turn to WINE to play games and use other programs that do not run properly on modern hardware. Fortunately,
FreeBSD can support all three scenarios:

+ On modern, 64-bit machine and want to run 64-bit Windows® software, simply install the ports mentioned in
the above sections. The ports system will automatically install the 64-bit version.

« Alternately, users might have an older 32-bit machine that they do not want to run with its original, now non-
supported software. They can install the 32-bit (i386) version of FreeBSD, then install the ports in the above
sections. Again, on a 32-bit machine the ports system will install the corresponding 32-bit version of WINE by
default.

However, given a 64-bit version of FreeBSD and need to run 32-bit Windows® applications, installing a different
port is required to enable 32-bit compatibility. To install the pre-compiled package, use the following:

# pkg install i386-wine
Or compile the port with the following:

# cd /usr/ports/emulator/i386-wine
# make install

11.4. Running a First WINE Program on FreeBSD

Now that WINE is installed, the next step is to try it out by running a simple program. An easy way to do this is
to download a self-contained application, i.e., one can simply unpack and run without any complex installation
process.

So-called "portable" versions of applications are good choices for this test, as are programs that run with only a
single executable file.

11.4.1. Running a Program from the Command Line

There are two different methods to launch a Windows program from the terminal. The first, and most straightfor-
ward is to navigate to the directory containing the program's executable (.EXE) and issue the following:

% wine program.exe
For applications that take command-line arguments, add them after the executable as usual:
% wine program2.exe -file file.txt

Alternately, supply the full path to the executable to use it in a script, for example:

% wine /home/ user/bin/program.exe

11.4.2. Running a Program from a GUI

After installation graphical shells should be updated with new associations for Windows executable (.EXE) files. It
will now be possible to browse the system using a file manager, and launch the Windows application in the same
way as other files and programs (either a single- or double-click, depending on the desktop's settings).

On most desktops, check to make sure this association is correct by right-clicking on the file, and looking for an

entry in the context menu to open the file. One of the options (hopefully the default one) will be with the Wine
Windows Program Loader, as shown in the below screenshot:
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In the event the program does not run as expected, try launching it from the command line and review any mes-
sages displayed in the terminal to troubleshoot.

In the event WINE is not the default application for .EXE files after install, check the MIME associate for this ex-
tension in the current desktop environment, graphical shell, or file manager.

11.5. Configuring WINE Installation

With an understanding of what WINE is and how it works at a high level, the next step to effectively using it on
FreeBSD is becoming familiar with its configuration. The following sections will describe the key concept of the
WINE prefix, and illustrate how it is used to control the behavior of applications run through WINE.

11.5.1. WINE Prefixes

A WINE prefix is a directory, usually located beneath the default location of $HOME/ .wine though it can be located
elsewhere. The prefix is a set of configurations and support files used by the wine to configure and run the Win-
dows® environment a given application needs. By default, a brand new WINE installation will create the following
structure when first launched by a user:

+ .update-timestamp: contains the last modified date of file /usr/share/wine/wine.inf .Itis used by WINE
to determine if a prefix is out of date, and automatically update it if needed.

+ dosdevices/: contains information on mappings of Windows® resources to resources on the host FreeBSD sys-
tem., For example, after a new WINE installation, this should contain at least two entries which enable access to
the FreeBSD filesystem using Windows®-style drive letters:

¢ c:@:Alink to drive c described below.

¢ z:@: A link to the root directory of the system.

+ drive_c/: emulates the main (i.e., C:) drive of a Windows® system. It contains a directory structure and associ-
ated files mirroring that of standard Windows® systems. A fresh WINE prefix will contain Windows® 10 direc-
tories such as Users and Windows that holds the 0S itself. Furthermore, applications installed within a prefix will
be located in either Program Files or Program Files (x86), depending on their architecture.

« system.reg: This Registry file contains information on the Windows® installation, which in the case of WINE
is the environment in drive c.

« user.reg: This Registry file contains the current user's personal configurations, made either by varous software
or through the use of the Registry Editor.

+ userdef.reg: This Registry file is a default set of configurations for newly-created users.
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11.5.2. Creating and Using WINE Prefixes

While WINE will create a default prefix in the user's $HOME/ .wine/ , it is possible to set up multiple prefixes. There
are a few reasons to do this:

+ The most common reason is to emulate different versions of Windows®, according to the compatibility needs
of the software in question.

+ In addition, it is common to encounter software that does not work correctly in the default environment, and
requires special configuration. it is useful to isolate these in their own, custom prefixes, so the changes do not
impact other applications.

« Similarly, copying the default or "main" prefix into a separate "testing" one in order to evaluate an application's
compatibility can reduce the chance of corruption.

Creating a prefix from the terminal requires the following command:

% WINEPREFIX="/home/ username /.wine-new" winecfg

This will run the winecfg program, which can be used to configure wine prefixes (more on this in a later section).
But by providing a directory path value for the WINEPREFIX environment variable, a new prefix is created at that
location if one does not already exist.

Supplying the same variable to the wine program will similarly cause the selected program to be run with the
specified prefix:

% WINEPREFIX="/home/ username /.wine-new" wine program.exe
11.5.3. Configuring WINE Prefixes with winecfg

As described above WINE includes a tool called winecfg to configure prefixes from within a GUL It contains a variety
of functions, which are detailed in the sections below. When winecfg is run from within a prefix, or provided the
location of a prefix within the WINEPREFIX variable, it enables the configuration of the selected prefix as described
in the below sections.

Selections made on the Applications tab will affect the scope of changes made in the Libraries and Graphics tabs, which
will be limited to the application selected. See the section on Using Winecfg in the WINE Wiki for more details.
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11.5.3.1. Applications

Wine configuration

Drives I Audio I About
Applications | Libraties | araphics I Desktop Integration

—Application settings

Wine can mimic different \Windows versions for each application, This
tab is linked to the Libraries and Graphics kabs to allow you to change
system-wide or per-application settings in those tabs as well.

add application... | Remove application |

Windows Yersion: I'-.-'-.-'indu:uws 7 j

Ik, I Cancel | Apply |

The Applications contains controls enabling the association of programs with a particular version of Windows®. On
first start-up the Application settings section will contain a single entry: Default Settings. This corresponds to all the
default configurations of the prefix, which (as the disabled Remove application button implies) cannot be deleted.

But additional applications can be added with the following process:

1. Click the Add application button.
2. Use the provided dialog to select the desired program's executable.
3. Select the version of Windows® to be used with the selected program.
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11.5.3.2. Libraries

Wine configuration
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WINE provides a set of open source library files as part of its distribution that provide the same functions as their
Windows® counterparts. However, as noted earlier in this chapter, the WINE project is always trying to keep pace
with new updates to these libraries. As a result, the versions that ship with WINE may be missing functionality
that the latest Windows® programs are expecting.

However, winecfg makes it possible specify overrides for the built-in libraries, particularly there is a version of
Windows® available on the same machine as the host FreeBSD installation. For each library to be overridden, do
the following:

Open the New override for library drop-down and select the library to be replaced.

Click the Add button.

The new override will appear in the Existing overrides list, notice the native, builtin designation in parentheses.
Click to select the library.

Click the Edit button.

Use the provided dialog to select a corresponding library to be used in place of the built-in one.

AN S o

Be sure to select a file that is truly the corresponding version of the built-in one, otherwise there may be unexpected
behavior.
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11.5.3.3. Graphics

Wine configuration

Drives I
Applications I Libraries

About
Desktop Inkeqgration

—iindow setkings

[ automatically capture the mouse in full-screen windows
[+ allow the window manager to decarate the windows
[ allow the window manager to contral the windows

[ Emulate a virbual deskkop

Deskiop size: a00 ® | 600

—3creen resolution
1 .
) I a5 dpi

This is a sample text using 10 point Tahoma

(] 4 I Zancel

The Graphics tab provides some options to make the windows of programs run via WINE operate smoothly with
FreeBSD

+ Automatic mouse capture when windows are full-screen.

+ Allowing the FreeBSD window manager to decorate the windows, such as their title bars, for programs running
via WINE.

+ Allowing the window manager to control windows for programs running via WINE, such as running resizing
functions on them.

+ Create an emulated virtual desktop, within which all WINE programs will run. If this item is selected, the size of

the virtual desktop can be specified using the Desktop size input boxes.

« Setting the screen resolution for programs running via WINE.
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11.5.3.4. Desktop Integration

Wine configuration

Drives I Audio I About I
Applications I Libraries I Graphics | Desktop Imtegration
—Appearance

Theme:

I{Nu:u Theme) j Install theme. .. |

Colar; Size:

| [] . [

Item; Color: Siges

| g | e

~MIME types
[ Manage file associations

~Folders
Folder | Links ko —
Deskiop fhomefaaron/Deskiop
My Documents fhomefaaron/Documents —
My Pictures fhomefaaron/Documents
Pl MUsic fhome)aaron/Documents -
4 |

™ Link ko I Broiwse, ., |
(] 4 I Zancel | Apply |

This tab allows configuration of the following items:
+ The theme and related visual settings to be used for programs running via WINE.

+ Whether the WINE sub-system should manage MIME types (used to determine which application opens a par-
ticular file type) internally.

+ Mappings of directories in the host FreeBSD system to useful folders within the Windows® environment. To
change an existing association, select the desired item and click Browse, then use the provided dialog to select
a directory.
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11.5.3.5. Drives

Wine configuration

Applications I Libraries I Graphics I Deskiop Inkeqgration
Drives | Audio I Abouk

—Drrive configuration

Letter | Target Folder |
Z: Jdrive_c
Z: !

add... | RLEmONE Autodetect |

Pakh: I fdrive_c Brawse, .. |

Show Advanced |

[~ show dot files

(] 4 I Zancel Apply

The Drives tab allows linking of directories in the host FreeBSD system to drive letters in the Windows® environ-
ment. The default values in this tab should look familiar, as they're displaying the contents of dosdevices/ in the
current WINE prefix. Changes made via this dialog will reflect in dosdevices, and properly-formatted links created
in that directory will display in this tab.

To create a new entry, such as for a CD-ROM (mounted at /mnt/cdrom ), take the following steps:

1. Click the Add button.

2. In the provided dialog, choose a free drive letter.

3. Click OK.

4. Fill in the Path input box by either typing the path to the resource, or click Browse and use the provided dialog
to select it.

By default WINE will autodetect the type of resource linked, but this can be manually overridden. See the section
in the WINE Wiki for more detail on advanced options.
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11.5.3.6. Audio

Wine configuration

Applications I Libraries I Graphics I Desktop Inkeqgration
Drives Audio I Abaouk

—Driver diagnostics
Selected driver: wineoss, dr

rDefaulks
Oukput device: I{System default) j
Woice oukput device: I{System default) j
Input device: I{System default) j
Woice input device: I{System default) j

Test Sound |

—Speaker configuration

Device | Speaker configuration
Qo pemd:playdspd.po Skeren
Speakers: | j

(] 4 I Zancel | Appliy |

This tab contains some configurable options for routing sound from Windows® programs to the native FreeBSD
sound system, including:

« Driver selection
+ Default device selection

+ Sound test

193



WINE Management GUIs

11.5.3.7. About
-4 Wine configuration - o x
Applications | Libraries | Graphics | Deskkop Inkegration |
Crives I Audio About /

Wine so.

bbb feaa  wineho. org

This program is free software; wou can
redistribute it andfor madify it under the
kerms of the GNU Lesser General Public
License as published by the Free Software
Foundation; either version 2.1 of the
License, or {at wour option) any later wersion,

<

Windows regiskration information

et I

Organization: I

O, I Cancel Gpply

The final tab contains information on the WINE project, including a link to the website. It also allows entry of
(entirely optional) user information, although this is not sent anywhere as it is in other operating systems.

11.6. WINE Management GUIs

While the base install of WINE comes with a GUI configuration tool in winecfg, it is main purpose is just that:
strictly configuring an existing WINE prefix. There are, however, more advanced applications that will assist in
the initial installation of applications as well as optimizing their WINE environments. The below sections include
a selection of the most popular.

11.6.1. Winetricks

winetricks is a cross-platform, general purpose helper program for WINE. It is not developed by the WINE project
proper, but rather maintained on Github by a group of contributors. It contains some automated "recipes" for
getting common applications to work on WINE, both by optimizing the settings as well as acquiring some DLL
libraries automatically.

11.6.1.1. Installing winetricks

To install winetricks on a FreeBSD using binary packages, use the following commands (note winetricks requires
either the i386-wine or i386-wine-devel package, and is therefore not installed automatically with other depen-
dencies):

# pkg install i386-wine winetricks
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To compile it from source, issue the following in the terminal:

# cd /usr/ports/emulators/i386-wine
# make

install

# cd /usr/ports/emulators/
winetricks

# make install

If a manual installation is required, refer to the Github account for instructions.
11.6.1.2. Using winetricks

Run winetricks with the following command:

% winetricks

Note: this should be in a 32-bit prefix to run winetricks. Launching winetricks displays a window with a number
of choices, as follows:

= Winetricks - choose a wineprefix - o x|

What do you want to do?

wiew help
O nstall an application
Install 3 benchmark
Install a game
select the default wineprefix
Create new wineprefix |

Enable silent install

Cancel oK

Selecting either Install an application, Install a benchmark, or Install a game shows a list with supported options, such
as the one below for applications:

Winetricks - current prefix is “/home/aaron/.wine-new32"
which packagels) would you like to install?
k le Publist Yea

3m_library 3M Cloud Library 3M Company 2015 download ‘
Tzip 7-Zip 19.00 Igor Pavlov 2019 download |
abiword Abiword 2.8.6 Abisource 2010 download |

adobe_diged Adobe Digital Editions 1.7 Adobe 2011 download
adobe_diged4 Adobe Digital Editions 4.5 Adobe 2015 download i
autohotkey AutoHotkey autohotkey.org 2010 download |

busybox BusyBox FRP-2121 Ron Yorsten / Busybox authers 2015 download

cmake CMake 2.8 Kitware 2013 download
colorprofile standard RGB calor profile Microsoft 2005 download |
controlpad MS ActiveX Control Pad Microsoft 1997 download |
controlspy Control Spy 6 Microsoft 2005 download i
emuB0B6 emuBoB6 emuB0B6.com 2015 download i

ev3 Lego Mindstorms EV3 Home Edition Lego 2014 download

firefox Firefox 51.0 Mozilla 2017 download
fonteplorer Font Xplorer 1.2.2 Moen Software 2001 download |
foobarz000 foobarzo00 v1.4 pater Pawlowski 2018 manual_download |

Lt e O Py 2 2nnndeialand
|
Cancel oK |

Selecting one or more items and clicking OK will start their installation process(es). Initially, some messages that
appear to be errors may show up, but they're actually informational alerts as winetricks configures the WINE
environment to get around known issues for the application:
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Winetricks

Using an older
version of

Kindle
(1.16.44025) to
work around
https://
bugs.winehq.org/
show bug.cgi?
id=43508

OK

Once these are circumvented, the actual installer for the application will be run:

() KindleForPC-installer-1.16.44025.exe

Running...

Cancel

Once the installation completes, the new Windows application should be available from the desktop environment's
standard menu (shown in the screenshot below for the LXQT desktop environment):
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Programs ) W Notepad++

In order to remove the application, run winetricks again, and select Run an uninstaller.

= Winetricks - current prefix is “/home/aaron/.local/share/wineprefixes/winetricks" -ox

What would you like to do to this wineprefix?

Install a Windows DLL or component
Install a font
Change settings
Run winecfg
Run regedit
Run taskmgr
Run explorer
© Run uninstaller
Run a commandline shell (for debugging)
Browse files
Delete ALL DATA AND APPLICATIONS INSIDE THIS WINEPREFIX

Cancel y OK

A Windows®-style dialog will appear with a list of installed programs and components. Select the application to
be removed, then click the Modify/Remove button.
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| Add/Remove Programs - B %
Applications |

To install a new program from a Floppy disk, CD-ROM drive, or yvour hard drive,

click Install,
Install... |

The following software can be automatically removed. To remove a program or to
modify its installed components, select it from the list and click Modify/Remove.

Publisher
ad++ Team

Version

= Wine Gecko (32-bit) The Wine Project 2.47.1
=1 Wine Mona Runtime The Wine Project 5.0.0
=1 Wine Mono Windows Support The Wine Project 5.0.0
Support Information I ModiFy. .. | Modify/Remove ﬂ

oK I Cancel | appliy I

This will run the applications built-in installer, which should also have the option to uninstall.

Notepad++ v7.7.1 Uninstall

Uninstall Notepad++ v7.7.1
Remove Notepad++ v7.7.1 from vour computer,

Notepad++ v+7.7.1 will be uninstalled from the following Folder, Click Uninstall to start the
uninstallation.

Uninstalling from: | C:\Program Files\Notepad-++,

The best things in life are free, Notepad++ is free. So Notepad++ is the besl

Uninstall Cancel I

11.6.2. Homura

Homura is an application similar to winetricks, although it was inspired by the Lutris gaming system for Linux. But
while it is focused on games, there are also non-gaming applications available for install through Homura.

11.6.2.1. Installing Homura

To install Homura's binary package, issue the following command:

# pkg install homura
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Homura is available in the FreeBSD Ports system. However, than the emulators section of Ports or binary packages,
look for it in the games section.

# cd /usr/ports/games/homura
# make install

11.6.2.2. Using Homura

Homura's usage is quite similar to that of winetricks. When using it for the first time, launch it from the command
line (or a desktop environment runner applet) with:

% Homura

This should result in a friendly welcome message. Click OK to continue.

-— Homura 5.1 - Welcome - 0 x
Welcome to Homura. If you have a problem,

suggestion, questions or similar, do not
- hesitate to open an issue on GitLab. Have Fun!

oK

The program will also offer to place a link in the application menu of compatible environments:

— Homura 5.1 - One time question - o x

Do you want a shortcut of Homura in your
'QV? application menu?
\"4

Depending on the setup of the FreeBSD machine, Homura may display a message urging the install of native graph-
ics drivers.

v Homura 5.1 - 0 x

Homura have detected that you are using the fallback drivers,
please check your gpu driver installation. If you should run

- Homura in a virtual machine or you have enabled software
rendering then you can ignore this message.

The application's window should then appear, which amounts to a "main menu" with all its options. Many of the
items are the same as winetricks, although Homura offers some additional, helpful options such as opening its data
folder (Open Homura Folder) or running a specified program (Run a executable in prefix).
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. Homura 5.1 - Installation - o0 x

What do you want to install?

Bethesda-Launcher
Blizzard
Clone-Hero
Custom-Prefix
Diablo-II-with-LoD
Discord
Drakensang-Online

Growtopia

League-of-Legends
Origin

PokeMMO
Pokemon-Uranium
RuneScape

Steam

Subwav-Surfers

Cancel oK

To select one of Homura's supported applications to install, select Installation, and click OK. This will display a list
of applications Homura can install automatically. Select one, and click OK to start the process.

@ Zenity notification

Do Default Action

As a first step Homura will download the selected program. A notification may appear in supported desktop en-
vironments.

4 Wine - 0 x

The Wine configuration in Jusr/home/
‘? aaron/.local{share/Homura/ProgramsDiscord
L is being updated, please wait. ..

The program will also create a new prefix for the application. A standard WINE dialog with this message will display.
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= Zenity notification
J§ “Amesy ha %

Next, Homura will install any prerequisites for the selected program. This may involve downloading and extracting
a fair number of files, the details of which will show in dialogs.

Extracting files - =

Preparing: Y:\5ec51ef50468c89122835a6F94479c\netfx_Core.mzz

i Cancel

Downloaded packages are automatically opened and run as required.

Unnamed Window - o0 x

.NET Framework 4.6.2 Setup
Please wait while the .NET Framework is being installed. NET

File security verification:

Al files were verified successfully,

Installation progress:

Installing .NET Framework 4.6.2

Cancel

The installation may end with a simple desktop notification or message in the terminal, depending on how Ho-
mura was launched. But in either case Homura should return to the main screen. To confirm the installation was
successful, select Launcher, and click OK.
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v Homura 5.1 - O x

What do you want to do?

Installation

O Launcher
Uninstallation
Winetricks
Run a executable in prefix
Update
Applying a fix
Open Homura folder
Enable logging
Other
About
Exit

Cancel oK

This will display a list of installed applications.
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i Homura 5.1 - Launcher - 0 x

What do you want to launch?
ation

Discord

Cancel oK

To run the new program, select it from the list, and click OK. To uninstall the application, select Uninstallation from
the main screen, which will display a similar list. Select the program to be removed, and click OK.
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i Homura 5.1 - Uninstallation - 0 x

What do you want to uninstall?

Cancel Oﬁ

11.6.3. Running Multiple Management GUIs

it is worth noting that the above solutions are not mutually exclusive. it is perfectly acceptable, even advantageous,
to have both installed at the same time, as they support a different set of programs.

However, it is wise to ensure that they do not access any of the same WINE prefixes. Each of these solutions applies
workarounds and makes changes to the registries based on known workarounds to existing WINE issues in order
to make a given application run smoothly. Allowing both winetricks and Homura to access the same prefix could
lead to some of these being overwritten, with the result being some or all applications do not work as expected.

11.7. WINE in Multi-User FreeBSD Installations
11.7.1. Issues with Using a Common WINE Prefix

Like most UNIX®-like operating systems, FreeBSD is designed for multiple users to be logged in and working at
the same time. On the other hand, Windows® is multi-user in the sense that there can be multiple user accounts
set up on one system. But the expectation is that only one will be using the physical machine (a desktop or laptop
PC) at any given moment.

More recent consumer versions of Windows® have taken some steps to improve the OS in multi-user scenarios.
But it is still largely structured around a single-user experience. Furthermore, the measures the WINE project
has taken to create acompatible environment means, unlike FreeBSD applications (including WINE itself), it will
resemble this single-user environment.

So it follows that each user will have to maintain their own set of configurations, which is potentially good. Yet it
is advantageous to install applications, particularly large ones like office suites or games, only once. Two examples
of reasons to do this are maintenance (software updates need only be applied once) and efficiency in storage (no
duplicated files).
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There are two strategies to minimze the impact of multiple WINE users in the system.

11.7.2. Installing Applications to a Common Drive

As shown in the section on WINE Configuration, WINE provides the ability to attach additional drives to a given
prefix. In this way, applications can be installed to a common location, while each user will still have an prefix
where individual settings may be kept (depending on the program). This is a good setup if there are relatively few
applications to be shared between users, and they are programs that require few custom tweaks changes to the
prefix in order to function.

The steps to make install applications in this way are as follows:

1. First, set up a shared location on the system where the files will be stored, such as /mnt/windows-drive d/ .
Creating new directories is described in man page for the mkdir command.

2. Next, set permissions for this new directory to allow only desired users to access it. One approach to this is to
create a new group such as "windows," add the desired users to that group (see the sub-section on groups in
the Handbook's Users and Basic Account Management section), and set to the permissions on the directory to
770 (the section on Permissions in the FreeBSD Basics chapter of the Handbook illustrates this process).

3. Finally, add the location as a drive to the user's prefix using the winecfg as described in the above section on
WINE Configuration in this chapter.

Once complete, applications can be installed to this location, and subsequently run using the assigned drive letter
(or the standard UNIX®-style directory path). However, as noted above, only one user should be running these
applications (which may be accessing files within their installation directory) at the same time. Some applications
may also exhibit unexpected behavior when run by a user who is not the owner, despite being a member of the
group that should have full "read/write/execute" permissions for the entire directory.

11.7.3. Using a Common Installation of WINE

If, on the other hand, there are many applications to be shared, or they require specific tuning in order to work
correctly, a different approach may be required. In this method, a completely separate user is created specifically
for the purposes of storing the WINE prefix and all its installed applications. Individual users are then granted
permission to run programs as this user using the su command. The result is that these users can launch a WINE
application as they normally would, only it will act as though launched by the newly-created user, and therefore
use the centrally-maintained prefix containing both settings and programs. To accomplish this, take the following
steps.

Create a new user with the following command (as root), which will step through the required details:
# adduser

Enter the username (e.g., windows) and Full name ("Microsoft Windows"). Then accept the defaults for the remain-
der of the questions. Next, install the sudo utlity using binary packages with the following:

# pkg install sudo
Once installed, edit /etc/sudoers as follows:
# User alias specification

# define which users can run the wine/windows programs
User Alias WINDOWS USERS = userl,user2

# define which users can administrate (become root)
User Alias ADMIN = userl

# Cmnd alias specification

# define which commands the WINDOWS USERS may run
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Cmnd_Alias WINDOWS = /usr/bin/wine,/usr/bin/winecfg

# Defaults

Defaults:WINDOWS USERS env_reset
Defaults:WINDOWS USERS env_keep += DISPLAY
Defaults:WINDOWS USERS env_keep += XAUTHORITY
Defaults Ilecture,tty tickets,!fqdn

# User privilege specification
root ALL=(ALL) ALL

# Members of the admin user alias, defined above, may gain root privileges
ADMIN ALL=(ALL) ALL

# The WINDOWS USERS may run WINDOWS programs as user windows without a password
WINDOWS USERS ALL = (windows) NOPASSWD: WINDOWS

The result of these changes is the users named in the User_Alias section are permitted to run the programs listed
in the Cmndyj;,s section using the resources listed in the Defaults section (the current display) as if they were the
user listed in the final line of the file. In other words, users designates as WINDOWS_USERS can run the wine and
winecfg applications as user windows. As a bonus, the configuration here means they will not be required to enter
the password for the windows user.

Next provide access to the display back to the windows user, as whom the WINE programs will be running:

% xhost +local:windows

This should be added to the list of commands run either at login or when the default graphical environment starts.
Once all the above are complete, a user configured as one of the WINDOW _USERS in sudoers can run programs using
the shared prefix with the following command:

it is worth noting that multiple users accessing this shared environment at the same time is still risky. However,
consider also that the shared environment can itself contain multiple prefixes. In this way an administrator can
create a tested and verified set of programs, each with its own prefix. At the same time, one user can play a game
while another works with office programs without the need for redundant software installations.

11.8. WINE on FreeBSD FAQ

The following section describes some frequently asked questions, tips/tricks, or common issues in running WINE
on FreeBSD, along with their respective answers.

11.8.1. Basic Installation and Usage

11.8.1.1. How to Install 32-bit and 64-bit WINE on the Same System?

As described earlier in this section, the wine and i386-wine packages conflict with one another, and therefore can-
not be installed on the same system in the normal way. However, multiple installs can be achieved using mecha-
nisms like chroots/jails, or by building WINE from source (note this does not mean building the port).

11.8.1.2. Can DOS Programs Be Run on WINE?

They can, as "Console User Interface" applications as mentioned eariler in this section. However, there is an ar-
guably better method for running DOS software: DOSBox. On the other hand, there's little reason not to at least
try it. Simply create a new prefix, install the software, and if it does not work delete the prefix.

11.8.1.3. Should the "wine-devel" Package/Port be Installed to Use the Development Ver-
sion of WINE Instead of Stable?

Yes, installing this version will install the "development" version of WINE. As with the 32- and 64-bit versions, they
cannot be installed together with the stable versions unless additional measures are taken.
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Note that WINE also has a "Staging" version, which contains the most recent updates. This was at one time available
as a FreeBSD port; however, it has since been removed. It can be compiled directly from source however.

11.8.2. Install Optimization
11.8.2.1. How Should Windows® Hardware (e.g., Graphics) Drivers be Handled?

Operating system drivers transfer commands between applications and hardware. WINE emulates a Windows®
environment, including the drivers, which in turn use FreeBSD's native drivers for this transfer. it is not advisable
to install Windows® drivers, as the WINE system is designed to use the host systems drivers. If, for example, a
graphics card that benefits from dedicated drivers, install them using the standard FreeBSD methods, not Win-
dows® installers.

11.8.2.2. Is There a way to Make Windows® Fonts Look Better?

A user on the FreeBSD forums suggests this configuration to fix out-of-the-box look of WINE fonts, which can be
slightly pixelated.

According to a post in the FreeBSD Forums, adding the following to .config/fontconfig/fonts.conf will add
anti-aliasing and make text more readable.

<?xml version="1.0"?>
<IDOCTYPE fontconfig SYSTEM "fonts.dtd>"

<fontconfig>

<!-- antialias all fonts -->

<match target="font">
<edit name="antialias" mode="assign"><bool>true</bool></edit>>
<edit name="hinting" mode="assign"><bool>true</bool></edit>>
<edit name="hintstyle" mode="assign"><const>hintslight</const></edit>>
<edit name="rgba" mode="assign"><const>rgb</const></edit>>

</match>

</fontconfig>

11.8.2.3. Does Having Windows® Installed Elsewhere on a System Help WINE Operate?

It may, depending on the application being run. As mentioned in the section describing winecfg, some built-in WINE
DLLs and other libraries can be overridden by providing a path to an alternate version. Provided the Windows®
partition or drive is mounted to the FreeBSD system and accessible to the user, configuring some of these overrides
will use native Windows® libraries and may decrease the chance of unexpected behavior.

11.8.3. Application-Specific
11.8.3.1. Where is the Best Place to see if Application X Works on WINE?

The first stop in determining compatibiliy should be the WINE AppDB. This is a compilation of reports of programs
working (or not) on all supported platforms, although (as previously mentioned), solutions for one platform are
often applicable to others.

11.8.3.2. Is There Anything That Will Help Games Run Better?

Perhaps. Many Windows® games rely on DirectX, a proprietary Microsoft graphics layer. However there are
projects in the open source community attempting to implement support for this technology.

The dxvk project, which is an attempt to implement DirectX using the FreeBSD-compatible Vulkan graphics sub-
system, is one such. Although its primary target is WINE on Linux, some FreeBSD users report compiling and using
dxvk.

In addition, work is under way on a wine-proton port. This will bring the work of Valve, developer of the Steam
gaming platform, to FreeBSD. Proton is a distribution of WINE designed to allow many Windows® games to run
on other operating systems with minimal setup.

207


https://forums.freebsd.org/threads/make-wine-ui-fonts-look-good.68273/
https://appdb.winehq.org/
https://forums.freebsd.org/threads/what-about-gaming-on-freebsd.723/page-9
https://www.freshports.org/emulators/wine-proton/

Other OS Resources

11.8.3.3. Is There Anywhere FreeBSD WINE Users Gather to Exchange Tips and Tricks?
There are plenty of places FreeBSD users discuss issues related to WINE that can be searched for solutions:

* The FreeBSD forums, particularly the Installation and Maintenance of Ports or Packages or Emulation and virtualization
forums.

+ FreeBSD IRC channels including #freebsd (for general support), #freebsd-games, and others.

+ The BSD World Discord server's channels including bsd-desktop, bsd-gaming, bsd-wine, and others.

11.8.4. Other OS Resources
There are a number of resources focused on other operating systems that may be useful for FreeBSD users:

+ The WINE Wiki has a wealth of information on using WINE, much of which is applicable across many of WINE's
supported operating systems.

+ Similarly, the documentation available from other OS projects can also be of good value. The WINE page on the
Arch Linux Wiki is a particularly good example, although some of the "Third-party applications" (i.e., "compan-
ion applications") are obviously not available on FreeBSD.

* Finally, Codeweavers (a developer of a commercial version of WINE) is an active upstream contributor. Often-
times answers to questions in their support forum can be of aid in troubleshooting problems with the open
source version of WINE.
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Part III. System Administration

The remaining chapters cover all aspects of FreeBSD system administration. Each chapter starts by describing
what will be learned as a result of reading the chapter, and also details what the reader is expected to know before
tackling the material.

These chapters are designed to be read as the information is needed. They do not need to be read in any particular
order, nor must all of them be read before beginning to use FreeBSD.
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Chapter 12. Configuration and
Tuning

Written by Chern Lee.
Based on a tutorial written by Mike Smith.
Also based on tuning(7) written by Matt Dillon.

12.1. Synopsis

One of the important aspects of FreeBSD is proper system configuration. This chapter explains much of the FreeBSD
configuration process, including some of the parameters which can be set to tune a FreeBSD system.

After reading this chapter, you will know:

¢ The basics of rc.conf configuration and /usr/local/etc/rc.d startup scripts.
* How to configure and test a network card.

* How to configure virtual hosts on network devices.

+ How to use the various configuration files in /etc.

+ How to tune FreeBSD using sysctl(8) variables.

+ How to tune disk performance and modify kernel limitations.

Before reading this chapter, you should:

+ Understand UNIX® and FreeBSD basics (Chapter 3, FreeBSD Basics).

+ Be familiar with the basics of kernel configuration and compilation (Chapter 8, Configuring the FreeBSD Kernel).

12.2. Starting Services

Contributed by Tom Rhodes.

Many users install third party software on FreeBSD from the Ports Collection and require the installed services to
be started upon system initialization. Services, such as mail/postfix or www/apache22 are just two of the many
software packages which may be started during system initialization. This section explains the procedures avail-
able for starting third party software.

In FreeBSD, most included services, such as cron(8), are started through the system startup scripts.

12.2.1. Extended Application Configuration

Now that FreeBSD includes rc.d, configuration of application startup is easier and provides more features. Using
the key words discussed in Section 12.4, “Managing Services in FreeBSD”, applications can be set to start after
certain other services and extra flags can be passed through /etc/rc.conf in place of hard coded flags in the
startup script. A basic script may look similar to the following:

#!/bin/sh

#

# PROVIDE: utility
# REQUIRE: DAEMON
# KEYWORD: shutdown

. /etc/rc.subr


https://www.FreeBSD.org/cgi/man.cgi?query=sysctl&sektion=8&manpath=freebsd-release-ports
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name=utility
rcvar=utility enable

command="/usr/local/sbin/utility"
load rc _config $name

DO NOT CHANGE THESE DEFAULT VALUES HERE
SET THEM IN THE /etc/rc.conf FILE

H* H oW W

utility enable=${utility enable-"NO"}
pidfile=${utility pidfile-"/var/run/utility.pid"}

run_rc_command "$1"

This script will ensure that the provided utility will be started after the DAEMON pseudo-service. It also provides
a method for setting and tracking the process ID (PID).

This application could then have the following line placed in /etc/rc.conf :

utility enable="YES"

This method allows for easier manipulation of command line arguments, inclusion of the default functions pro-
vided in /etc/rc. subr , compatibility with rcorder(8), and provides for easier configuration via rc.conf.

12.2.2. Using Services to Start Services

Other services can be started using inetd(8). Working with inetd(8) and its configuration is described in depth in
Section 30.2, “The inetd Super-Server”.

In some cases, it may make more sense to use cron(8) to start system services. This approach has a number of
advantages as cron(8) runs these processes as the owner of the crontab(5). This allows regular users to start and
maintain their own applications.

The @reboot feature of cron(8), may be used in place of the time specification. This causes the job to run when
cron(8) is started, normally during system initialization.

12.3. Configuring cron(8)

Contributed by Tom Rhodes.

One of the most useful utilities in FreeBSD is cron. This utility runs in the background and regularly checks /
etc/crontab for tasks to execute and searches /var/cron/tabs for custom crontab files. These files are used to
schedule tasks which cron runs at the specified times. Each entry in a crontab defines a task to run and is known
as a cron job.

Two different types of configuration files are used: the system crontab, which should not be modified, and user
crontabs, which can be created and edited as needed. The format used by these files is documented in crontab(5).
The format of the system crontab, /etc/crontab includes a who column which does not exist in user crontabs. In
the system crontab, cron runs the command as the user specified in this column. In a user crontab, all commands
run as the user who created the crontab.

User crontabs allow individual users to schedule their own tasks. The root user can also have a user crontab which
can be used to schedule tasks that do not exist in the system crontab.

Here is a sample entry from the system crontab, /etc/crontab :

# /etc/crontab - root's crontab for FreeBSD
#
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# $FreeBSD$

# 0

SHELL=/bin/sh
PATH=/etc:/bin:/sbin:/usr/bin:/usr/sbin &
#

#minute hour mday month wday who command €
#

*/5 * * * * root /usr/libexec/atrun @

©  Lines that begin with the # character are comments. A comment can be placed in the file as a reminder of
what and why a desired action is performed. Comments cannot be on the same line as a command or else
they will be interpreted as part of the command; they must be on a new line. Blank lines are ignored.

@  The equals (=) character is used to define any environment settings. In this example, it is used to define the
SHELL and PATH. If the SHELL is omitted, cron will use the default Bourne shell. If the PATH is omitted, the full
path must be given to the command or script to run.

®  This line defines the seven fields used in a system crontab: minute, hour, mday, month, wday, who, and command.
The minute field is the time in minutes when the specified command will be run, the hour is the hour when
the specified command will be run, the mday is the day of the month, month is the month, and wday is the day of
the week. These fields must be numeric values, representing the twenty-four hour clock, or a *, representing
all values for that field. The who field only exists in the system crontab and specifies which user the command
should be run as. The last field is the command to be executed.

©  This entry defines the values for this cron job. The */5, followed by several more * characters, specifies that
/usr/libexec/atrun isinvoked by root every five minutes of every hour, of every day and day of the week,
of every month.

Commands can include any number of switches. However, commands which extend to multiple lines need
to be broken with the backslash “\” continuation character.

12.3.1. Creating a User Crontab

To create a user crontab, invoke crontab in editor mode:

% crontab -e

This will open the user's crontab using the default text editor. The first time a user runs this command, it will open
an empty file. Once a user creates a crontab, this command will open that file for editing.

Itis useful to add these lines to the top of the crontab file in order to set the environment variables and to remember
the meanings of the fields in the crontab:

SHELL=/bin/sh
PATH=/etc:/bin:/sbin:/usr/bin:/usr/sbin
# Order of crontab fields

# minute hour mday month wday command

Then add a line for each command or script to run, specifying the time to run the command. This example runs the
specified custom Bourne shell script every day at two in the afternoon. Since the path to the script is not specified
in PATH, the full path to the script is given:

0 14 * * * /usr/home/dru/bin/mycustomscript.sh

Tip

; Before using a custom script, make sure it is executable and test it with the limited set of
environment variables set by cron. To replicate the environment that would be used to run
the above cron entry, use:

env -i SHELL=/bin/sh PATH=/etc:/bin:/sbin:/usr/bin:/usr/sbin HOME=/
home/dru LOGNAME=dru /usr/home/dru/bin/mycustomscript.sh
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The environment set by cron is discussed in crontab(5). Checking that scripts operate cor-
rectly in a cron environment is especially important if they include any commands that
delete files using wildcards.

When finished editing the crontab, save the file. It will automatically be installed and cron will read the crontab
and run its cron jobs at their specified times. To list the cron jobs in a crontab, use this command:

% crontab -1
0 14 * * * /usr/home/dru/bin/mycustomscript.sh

To remove all of the cron jobs in a user crontab:

% crontab -r
remove crontab for dru? y

12.4. Managing Services in FreeBSD
Contributed by Tom Rhodes.

FreeBSD uses the rc(8) system of startup scripts during system initialization and for managing services. The scripts
listed in /etc/rc.d provide basic services which can be controlled with the start, stop, and restart options to
service(8). For instance, sshd(8) can be restarted with the following command:

# service sshd restart

This procedure can be used to start services on a running system. Services will be started automatically at boot time
as specified in rc.conf(5). For example, to enable natd(8) at system startup, add the following line to /etc/rc. conf :

natd enable="YES"

If a natd enable="N0" line is already present, change the NO to YES. The rc(8) scripts will automatically load any
dependent services during the next boot, as described below.

Since the rc(8) system is primarily intended to start and stop services at system startup and shutdown time, the
start, stop and restart options will only perform their action if the appropriate /etc/rc.conf variable is set.
For instance, sshd restart will only work if sshd enable is set to YES in /etc/rc.conf . To start, stop or
restart aservice regardless of the settings in /etc/rc. conf , these commands should be prefixed with “one”. For
instance, to restart sshd(8) regardless of the current /etc/rc.conf setting, execute the following command:

# service sshd onerestart

To check if a service is enabled in /etc/rc. conf , run the appropriate rc(8) script with rcvar. This example checks
to see if sshd(8) is enabled in /etc/rc.conf :

# service sshd rcvar
# sshd

#

sshd enable="YES"

# (default: "")

Note
@ The # sshd line is output from the above command, not a root console.
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To determine whether or not a service is running, use status. For instance, to verify that sshd(8) is running:

# service sshd status
sshd is running as pid 433.

In some cases, it is also possible to reload a service. This attempts to send a signal to an individual service, forcing
the service to reload its configuration files. In most cases, this means sending the service a SIGHUP signal. Support
for this feature is not included for every service.

The rc(8) system is used for network services and it also contributes to most of the system initialization. For in-
stance, when the /etc/rc.d/bgfsck script is executed, it prints out the following message:

Starting background file system checks in 60 seconds.
This script is used for background file system checks, which occur only during system initialization.

Many system services depend on other services to function properly. For example, yp(8) and other RPC-based
services may fail to start until after the rpcbind(8) service has started. To resolve this issue, information about
dependencies and other meta-data is included in the comments at the top of each startup script. The rcorder(8)
program is used to parse these comments during system initialization to determine the order in which system
services should be invoked to satisfy the dependencies.

The following key word must be included in all startup scripts as it is required by rc.subr(8) to “enable” the startup
script:

* PROVIDE: Specifies the services this file provides.

The following key words may be included at the top of each startup script. They are not strictly necessary, but are
useful as hints to rcorder(8):

« REQUIRE: Lists services which are required for this service. The script containing this key word will run after the
specified services.

» BEFORE: Lists services which depend on this service. The script containing this key word will run before the spec-
ified services.

By carefully setting these keywords for each startup script, an administrator has a fine-grained level of control of
the startup order of the scripts, without the need for “runlevels” used by some UNIX® operating systems.

Additional information can be found in rc(8) and rc.subr(8). Refer to this article for instructions on how to create
custom rc(8) scripts.

12.4.1. Managing System-Specific Configuration

The principal location for system configuration information is /etc/rc.conf . This file contains a wide range of
configuration information and it is read at system startup to configure the system. It provides the configuration
information for the rc* files.

The entries in /etc/rc.conf override the default settings in /etc/defaults/rc.conf . The file containing the
default settings should not be edited. Instead, all system-specific changes should be made to /etc/rc. conf .

A number of strategies may be applied in clustered applications to separate site-wide configuration from sys-
tem-specific configuration in order to reduce administration overhead. The recommended approach is to place
system-specific configuration into /etc/rc.conf.local. For example, these entries in /etc/rc.conf apply to all
systems:

sshd enable="YES"

keyrate="fast"

defaultrouter="10.1.1.254"

Whereas these entries in /etc/rc.conf.local apply to this system only:
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hostname="nodel.example.org"
ifconfig fxp6="inet 10.1.1.1/8"

Distribute /etc/rc.conf toevery system using an application such as rsync or puppet, while /etc/rc. conf.local
remains unique.

Upgrading the system will not overwrite /etc/rc.conf , so system configuration information will not be lost.

@ Tip
Both /etc/rc.conf and /etc/rc.conf.local are parsed by sh(1). This allows system oper-
ators to create complex configuration scenarios. Refer to rc.conf(5) for further information
on this topic.

12.5. Setting Up Network Interface Cards

Contributed by Marc Fonvieille.

Adding and configuring a network interface card (NIC) is a common task for any FreeBSD administrator.

12.5.1. Locating the Correct Driver

First, determine the model of the NIC and the chip it uses. FreeBSD supports a wide variety of NICs. Check the
Hardware Compatibility List for the FreeBSD release to see if the NIC is supported.

If the NIC is supported, determine the name of the FreeBSD driver for the NIC. Refer to /usr/src/sys/conf/
NOTES and /usr/src/sys/ arch/conf/NOTES for the list of NIC drivers with some information about the supported
chipsets. When in doubt, read the manual page of the driver as it will provide more information about the supported
hardware and any known limitations of the driver.

The drivers for common NICs are already present in the GENERIC kernel, meaning the NIC should be probed during
boot. The system's boot messages can be viewed by typing more /var/run/dmesg.boot and using the spacebar to
scroll through the text. In this example, two Ethernet NICs using the dc(4) driver are present on the system:

dcO: <82c169 PNIC 10/100BaseTX> port 0xa000-0xal@ff mem Oxd3800000-0xd38
000ff irg 15 at device 11.0 on pci0®

miibus@®: <MII bus> on dcO

bmtphy0: <BCM5201 10/100baseTX PHY> PHY 1 on miibus0

bmtphy®: 10baseT, 10baseT-FDX, 100baseTX, 100baseTX-FDX, auto

dcO: Ethernet address: 00:a0:cc:da:da:da

dcO: [ITHREAD]

dcl: <82c169 PNIC 10/100BaseTX> port 0x9800-0x98ff mem Oxd3000000-0xd30
000ff irg 11 at device 12.0 on pci0

miibusl: <MII bus> on dcl

bmtphyl: <BCM5201 10/100baseTX PHY> PHY 1 on miibusl

bmtphyl: 10baseT, 10baseT-FDX, 100baseTX, 100baseTX-FDX, auto

dcl: Ethernet address: 00:a0:cc:da:da:db

dcl: [ITHREAD]

If the driver for the NIC is not present in GENERIC, but a driver is available, the driver will need to be loaded before
the NIC can be configured and used. This may be accomplished in one of two ways:

+ The easiest way is to load a kernel module for the NIC using kldload(8). To also automatically load the driver at
boot time, add the appropriate line to /boot/loader.conf . Not all NIC drivers are available as modules.

« Alternatively, statically compile support for the NIC into a custom kernel. Refer to /usr/src/sys/conf/NOTES
/usr/src/sys/ arch/conf/NOTES and the manual page of the driver to determine which line to add to the cus-
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tom kernel configuration file. For more information about recompiling the kernel, refer to Chapter 8, Configuring
the FreeBSD Kernel. If the NIC was detected at boot, the kernel does not need to be recompiled.

12.5.1.1. Using Windows® NDIS Drivers

Unfortunately, there are still many vendors that do not provide schematics for their drivers to the open source
community because they regard such information as trade secrets. Consequently, the developers of FreeBSD and
other operating systems are left with two choices: develop the drivers by a long and pain-staking process of reverse
engineering or using the existing driver binaries available for Microsoft® Windows® platforms.

FreeBSD provides “native” support for the Network Driver Interface Specification (NDIS). It includes ndisgen(8)
which can be used to convert a Windows® XP driver into a format that can be used on FreeBSD. As the ndis(4)
driver uses a Windows® XP binary, it only runs on i386™ and amdé4 systems. PCI, CardBus, PCMCIA, and USB
devices are supported.

To use ndisgen(8), three things are needed:

1. FreeBSD kernel sources.

2. A Windows® XP driver binary with a .SYS extension.

3. A Windows® XP driver configuration file with a . INF extension.

Download the .SYS and .INF files for the specific NIC. Generally, these can be found on the driver CD or at the
vendor's website. The following examples use W32DRIVER.SYS and W32DRIVER.INF .

The driver bit width must match the version of FreeBSD. For FreeBSD/i386, use a Windows® 32-bit driver. For
FreeBSD/amd64, a Windows® 64-bit driver is needed.

The next step is to compile the driver binary into a loadable kernel module. As root, use ndisgen(8):

# ndisgen /path/to/W32DRIVER.INF /path/to/W32DRIVER.SYS

This command is interactive and prompts for any extra information it requires. A new kernel module will be gen-
erated in the current directory. Use kldload(8) to load the new module:

# kldload ./W32DRIVER_SYS.ko

In addition to the generated kernel module, the ndis.ko and if ndis.ko modules must be loaded. This should
happen automatically when any module that depends on ndis(4) is loaded. If not, load them manually, using the
following commands:

# kldload ndis
# kldload if ndis

The first command loads the ndis(4) miniport driver wrapper and the second loads the generated NIC driver.

Check dmesg(8) to see if there were any load errors. If all went well, the output should be similar to the following:
ndisO: <Wireless-G PCI Adapter> mem 0xf4100000-0xf4101fff irq 3 at device 8.0 on pcil
ndis@: NDIS API version: 5.0

ndis@: Ethernet address: Oa:bl:2c:d3:4e:f5

ndisO: 11b rates: 1Mbps 2Mbps 5.5Mbps 11Mbps
ndis@: 1lg rates: 6Mbps 9Mbps 12Mbps 18Mbps 36Mbps 48Mbps 54Mbps

From here, ndis@ can be configured like any other NIC.

To configure the system to load the ndis(4) modules at boot time, copy the generated module, W32DRIVER SYS.ko ,
to /boot/modules . Then, add the following line to /boot/loader.conf :

W32DRIVER SYS load="YES"
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12.5.2. Configuring the Network Card

Once the right driver is loaded for the NIC, the card needs to be configured. It may have been configured at instal-
lation time by bsdinstall(8).

To display the NIC configuration, enter the following command:

% ifconfig
dcO: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
options=80008<VLAN MTU,LINKSTATE>
ether 00:a0:cc:da:da:da
inet 192.168.1.3 netmask Oxffffff00® broadcast 192.168.1.255
media: Ethernet autoselect (100baseTX <full-duplex>)
status: active
dcl: flags=8802<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
options=80008<VLAN MTU,LINKSTATE>
ether 00:a0:cc:da:da:db
inet 10.0.0.1 netmask Oxffffff@O broadcast 10.0.0.255
media: Ethernet 10baseT/UTP
status: no carrier
100: flags=8049<UP,LOOPBACK,RUNNING,MULTICAST> metric 0 mtu 16384
options=3<RXCSUM, TXCSUM>
inet6 fe80::1%100 prefixlen 64 scopeid 0x4
inet6 ::1 prefixlen 128
inet 127.0.0.1 netmask Oxff0OOOOO
nd6 options=3<PERFORMNUD,ACCEPT RTADV>

In this example, the following devices were displayed:
+ dcO: The first Ethernet interface.

* dcl: The second Ethernet interface.

¢ 100: The loopback device.

FreeBSD uses the driver name followed by the order in which the card is detected at boot to name the NIC. For
example, sis2 is the third NIC on the system using the sis(4) driver.

In this example, dc0 is up and running. The key indicators are:

1. UP means that the card is configured and ready.

2. The card has an Internet (inet) address, 192.168.1.3 .

3. It has a valid subnet mask (netmask), where Oxffffffo0 isthe same as 255.255.255.0 .
4. Tt has a valid broadcast address, 192.168.1.255 .

5. The MAC address of the card (ether) is 00:a0:cc:da:da:da.

6. The physical media selection is on autoselection mode (media: Ethernet autoselect (100baseTX <full-
duplex>)). In this example, dcl is configured to run with 10baseT/UTP media. For more information on avail-
able media types for a driver, refer to its manual page.

7. The status of the link (status) is active, indicating that the carrier signal is detected. For dcl, the status: no
carrier status is normal when an Ethernet cable is not plugged into the card.

If the ifconfig(8) output had shown something similar to:

dcO: flags=8843<BROADCAST,SIMPLEX,MULTICAST> metric 0 mtu 1500
options=80008<VLAN MTU, LINKSTATE>

ether 00:a0:cc:da:da:da

media: Ethernet autoselect (100baseTX <full-duplex>)

status: active
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it would indicate the card has not been configured.

The card must be configured as root. The NIC configuration can be performed from the command line with ifcon-
fig(8) but will not persist after a reboot unless the configuration is also added to /etc/rc.conf . If a DHCP server
is present on the LAN, just add this line:

ifconfig dcO="DHCP"
Replace dc@ with the correct value for the system.

The line added, then, follow the instructions given in Section 12.5.3, “Testing and Troubleshooting”.

Note
@ If the network was configured during installation, some entries for the NIC(s) may be already
present. Double check /etc/rc.conf before adding any lines.

If there is no DHCP server, the NIC(s) must be configured manually. Add a line for each NIC present on the system,
as seen in this example:

ifconfig dc6="inet 192.168.1.3 netmask 255.255.255.0"
ifconfig dcl="inet 10.0.0.1 netmask 255.255.255.0 media 1@baseT/UTP"

Replace dco and dcl and the IP address information with the correct values for the system. Refer to the man
page for the driver, ifconfig(8), and rc.conf(5) for more details about the allowed options and the syntax of /etc/
rc.conf.

If the network is not using DNS, edit /etc/hosts to add the names and IP addresses of the hosts on the LAN, if
they are not already there. For more information, refer to hosts(5) and to /usr/share/examples/etc/hosts .

Note
@ If there is no DHCP server and access to the Internet is needed, manually configure the default
gateway and the nameserver:

# echo 'defaultrouter=" your default router "' >> /etc/rc.conf
# echo 'nameserver your DNS_server ' >> /etc/resolv.conf

12.5.3. Testing and Troubleshooting

Once the necessary changes to /etc/rc.conf are saved, a reboot can be used to test the network configuration
and to verify that the system restarts without any configuration errors. Alternatively, apply the settings to the
networking system with this command:

# service netif restart

Note
S If a default gateway has been set in /etc/rc.conf , also issue this command:

# service routing restart
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Once the networking system has been relaunched, test the NICs.

12.5.3.1. Testing the Ethernet Card

To verify that an Ethernet card is configured correctly, ping(8) the interface itself, and then ping(8) another ma-
chine on the LAN:

% ping -c5 192.168.1.3
PING 192.168.1.3 (192.
64 bytes from 192.168.

1

1 icmp seq=0 ttl=64 time=0.082 ms
64 bytes from 192.168.1

1

1

1

icmp _seqg=1 ttl=64 time=0.074 ms
icmp seq=2 ttl=64 time=0.076 ms
icmp seq=3 ttl=64 time=0.108 ms
icmp _seq=4 ttl=64 time=0.076 ms

64 bytes from 192.168.
64 bytes from 192.168.

68.1.3): 56 data bytes
64 bytes from 192.168. :

.3
.3
.3
.3
.3

--- 192.168.1.3 ping statistics ---
5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.074/0.083/0.108/0.013 ms

% ping -c5 192.168.1.2
PING 192.168.1.2 (192.
64 bytes from 192.168.
64 bytes from 192.168.
64 bytes from 192.168.
64 bytes from 192.168.
64 bytes from 192.168.

68.1.2): 56 data bytes

2: icmp seq=0 ttl=64 time=0.726 ms
.2: icmp_seqg=1 ttl=64 time=0.766 ms
2: icmp seq=2 ttl=64 time=0.700 ms
2: icmp seq=3 ttl=64 time=0.747 ms
2: icmp seq=4 ttl=64 time=0.704 ms

--- 192.168.1.2 ping statistics ---
5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.700/0.729/0.766/0.025 ms

To test network resolution, use the host name instead of the IP address. If there is no DNS server on the network,
/etc/hosts must first be configured. To this purpose, edit /etc/hosts to add the names and IP addresses of
the hosts on the LAN, if they are not already there. For more information, refer to hosts(5) and to /usr/share/
examples/etc/hosts .

12.5.3.2. Troubleshooting

When troubleshooting hardware and software configurations, check the simple things first. Is the network cable
plugged in? Are the network services properly configured? Is the firewall configured correctly? Is the NIC support-
ed by FreeBSD? Before sending a bug report, always check the Hardware Notes, update the version of FreeBSD to
the latest STABLE version, check the mailing list archives, and search the Internet.

If the card works, yet performance is poor, read through tuning(7). Also, check the network configuration as in-
correct network settings can cause slow connections.

Some users experience one or two device timeout messages, which is normal for some cards. If they continue, or
are bothersome, determine if the device is conflicting with another device. Double check the cable connections.
Consider trying another card.

To resolve watchdog timeout errors, first check the network cable. Many cards require a PCI slot which supports bus
mastering. On some old motherboards, only one PCI slot allows it, usually slot 0. Check the NIC and the motherboard
documentation to determine if that may be the problem.

No route to host messages occur if the system is unable to route a packet to the destination host. This can happen
if no default route is specified or if a cable is unplugged. Check the output of netstat -rn and make sure there is
a valid route to the host. If there is not, read Section 32.2, “Gateways and Routes”.

ping: sendto: Permission denied error messages are often caused by a misconfigured firewall. If a firewall is enabled
on FreeBSD but no rules have been defined, the default policy is to deny all traffic, even ping(8). Refer to Chapter 31,
Firewalls for more information.
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Sometimes performance of the card is poor or below average. In these cases, try setting the media selection mode
from autoselect to the correct media selection. While this works for most hardware, it may or may not resolve
the issue. Again, check all the network settings, and refer to tuning(7).

12.6. Virtual Hosts

A common use of FreeBSD is virtual site hosting, where one server appears to the network as many servers. This
is achieved by assigning multiple network addresses to a single interface.

A given network interface has one “real” address, and may have any number of “alias” addresses. These aliases are
normally added by placing alias entries in /etc/rc.conf , as seen in this example:

ifconfig fxpO aliasO@="inet XxX.XXX.XXX.XXX netmask XXX.XXX.XXX.XXX"

Alias entries must start with alias 0 using a sequential number such as alias@, aliasl, and so on. The configu-
ration process will stop at the first missing number.

The calculation of alias netmasks is important. For a given interface, there must be one address which correctly
represents the network's netmask. Any other addresses which fall within this network must have a netmask of all
1s, expressed as either 255.255.255.255 or Oxffffffff .

For example, consider the case where the fxp0 interface is connected to two networks: 10.1.1.0 with a netmask of
255.255.255.0 and 202.0.75.16 with a netmask of 255.255.255.240 . The system is to be configured to appear
in the ranges 10.1.1.1 through 10.1.1.5 and 202.0.75.17 through 202.0.75.20 . Only the first address in a
given network range should have a real netmask. All the rest (160.1.1.2 through 10.1.1.5 and 202.0.75.18
through 202.0.75.20 ) must be configured with a netmask of 255.255.255.255 .

The following /etc/rc.conf entries configure the adapter correctly for this scenario:

ifconfig fxpO="inet 10.1.1.1 netmask 255.255.255.0"
ifconfig fxp0 alias@="inet 10.1.1.2 netmask 255.255.255.255"
ifconfig fxp@ aliasl="inet 10.1.1.3 netmask 255.255.255.255"
ifconfig fxp@ alias2="inet 10.1.1.4 netmask 255.255.255.255"
ifconfig fxp6 alias3="inet 10.1.1.5 netmask 255.255.255.255"
ifconfig fxp@ alias4="inet 202.0.75.17 netmask 255.255.255.240"
ifconfig fxpO alias5="inet 202.0.75.18 netmask 255.255.255.255"
ifconfig fxp0 alias6="inet 202.0.75.19 netmask 255.255.255.255"
ifconfig fxp@ alias7="inet 202.0.75.20 netmask 255.255.255.255"

A simpler way to express this is with a space-separated list of IP address ranges. The first address will be given the
indicated subnet mask and the additional addresses will have a subnet mask of 255.255.255.255 .

ifconfig fxp@ aliases="inet 10.1.1.1-5/24 inet 202.0.75.17-20/28"

12.7. Configuring System Logging

Contributed by Niclas Zeising.

Generating and reading system logs is an important aspect of system administration. The information in system
logs can be used to detect hardware and software issues as well as application and system configuration errors.
This information also plays an important role in security auditing and incident response. Most system daemons
and applications will generate log entries.

FreeBSD provides a system logger, syslogd, to manage logging. By default, syslogd is started when the system boots.
This is controlled by the variable syslogd enable in /etc/rc.conf . There are numerous application arguments
that can be set using syslogd_flags in /etc/rc.conf . Refer to syslogd(8) for more information on the available
arguments.
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This section describes how to configure the FreeBSD system logger for both local and remote logging and how to
perform log rotation and log management.

12.7.1. Configuring Local Logging

The configuration file, /etc/syslog. conf, controls what syslogd does with log entries as they are received. There
are several parameters to control the handling of incoming events. The facility describes which subsystem gener-
ated the message, such as the kernel or a daemon, and the level describes the severity of the event that occurred.
This makes it possible to configure if and where a log message is logged, depending on the facility and level. 1t is
also possible to take action depending on the application that sent the message, and in the case of remote logging,
the hostname of the machine generating the logging event.

This configuration file contains one line per action, where the syntax for each line is a selector field followed by
an action field. The syntax of the selector field is facility. level which will match log messages from facility at
level level or higher. It is also possible to add an optional comparison flag before the level to specify more precisely
what is logged. Multiple selector fields can be used for the same action, and are separated with a semicolon (;).
Using * will match everything. The action field denotes where to send the log message, such as to a file or remote
log host. As an example, here is the default syslog.conf from FreeBSD:

# $FreeBSD$

#

# Spaces ARE valid field separators in this file. However,

# other *nix-like systems still insist on using tabs as field

# separators. If you are sharing this file between systems, you

# may want to use only tabs as field separators here.

# Consult the syslog.conf(5) manpage.
*.err;kern.warning;auth.notice;mail.crit /dev/console
*.notice;authpriv.none;kern.debug;lpr.info;mail.crit;news.err /var/log/messages
security.* /var/log/security
auth.info;authpriv.info /var/log/auth.log
mail.info /var/log/maillog

lpr.info /var/log/lpd-errs

ftp.info /var/log/xferlog

cron.* /var/log/cron

! -devd

*.=debug /var/log/debug. log

*.emerg i

# uncomment this to log all writes to /dev/console to /var/log/console.log
#console.info /var/log/console. log

# uncomment this to enable logging of all log messages to /var/log/all.log
# touch /var/log/all.log and chmod it to mode 600 before it will work

G o & /var/log/all. log

# uncomment this to enable logging to a remote loghost named loghost

#x @loghost

# uncomment these if you're running inn

# news.crit /var/log/news/news.crit
# news.err /var/log/news/news.err
# news.notice /var/log/news/news.notice
# Uncomment this if you wish to see messages produced by devd

# !devd

# *.>=info

'ppp

W8 /var/log/ppp.log

1%

In this example:

« Line 8 matches all messages with a level of err or higher, as well as kern.warning, auth.notice and mail.crit,
and sends these log messages to the console (/dev/console)

+ Line 12 matches all messages from the mail facility at level info or above and logs the messages to /var/log/
maillog.
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+ Line 17 uses a comparison flag (=) to only match messages at level debug and logs them to /var/log/debug. log .

« Line 33 is an example usage of a program specification. This makes the rules following it only valid for the
specified program. In this case, only the messages generated by ppp are logged to /var/log/ppp.log .

The available levels, in order from most to least critical are emerg, alert, crit, err, warning, notice, info, and
debug.

The facilities, in no particular order, are auth, authpriv, console, cron, daemon, ftp, kern, lpr, mail, mark, news,
security, syslog, user, uucp, and local® through local7. Be aware that other operating systems might have
different facilities.

To log everything of level notice and higher to /var/log/daemon.log , add the following entry:

daemon.notice /var/log/daemon. log

For more information about the different levels and facilities, refer to syslog(3) and syslogd(8). For more informa-
tion about /etc/syslog.conf, its syntax, and more advanced usage examples, see syslog.conf(5).

12.7.2. Log Management and Rotation

Log files can grow quickly, taking up disk space and making it more difficult to locate useful information. Log
management attempts to mitigate this. In FreeBSD, newsyslog is used to manage log files. This built-in program
periodically rotates and compresses log files, and optionally creates missing log files and signals programs when log
files are moved. The log files may be generated by syslogd or by any other program which generates log files. While
newsyslog is normally run from cron(8), it is not a system daemon. In the default configuration, it runs every hour.

To know which actions to take, newsyslog reads its configuration file, /etc/newsyslog. conf . This file contains one
line for each log file that newsyslog manages. Each line states the file owner, permissions, when to rotate that file,
optional flags that affect log rotation, such as compression, and programs to signal when the log is rotated. Here
is the default configuration in FreeBSD:

# configuration file for newsyslog

# $FreeBSD$

#

# Entries which do not specify the '/pid file' field will cause the

# syslogd process to be signalled when that log file is rotated. This

# action is only appropriate for log files which are written to by the

# syslogd process (ie, files listed in /etc/syslog.conf). If there

# is no process which needs to be signalled when a given log file is

# rotated, then the entry for that file should include the 'N' flag.

#

# The 'flags' field is one or more of the letters: BCDGINUXZ or a '-'.

#

# Note: some sites will want to select more restrictive protections than the
# defaults. In particular, it may be desirable to switch many of the 644
# entries to 640 or 600. For example, some sites will consider the

# contents of maillog, messages, and lpd-errs to be confidential. 1In the
# future, these defaults may change to more conservative ones.

#

# logfilename [owner:group] mode count size when flags [/pid file] [sig num]
/var/log/all.log 600 7 x @Te0 J
/var/log/amd. log 644 7 100 * J
/var/log/auth.log 600 7 100 @0101T JC
/var/log/console. log 600 5 100 * J
/var/log/cron 600 3 100 * JC
/var/log/daily. log 640 7 3 @Te0 JIN
/var/log/debug. log 600 7 100 * Jc
/var/log/kerberos.log 600 7 100 * J
/var/log/lpd-errs 644 7 100 * JC
/var/log/maillog 640 7 x @Te0 IC
/var/log/messages 644 5 100 @0101T JC
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/var/log/monthly. log 640 12 & $M1DO IN
/var/log/pflog 600 3 100 * JB /var/run/pflogd.pid
/var/log/ppp.log root:network 640 3 100 * Jc
/var/log/devd. log 644 3 100 * Jc
/var/log/security 600 10 100 * Jc
/var/log/sendmail.st 640 10 & 168 B
/var/log/utx.log 644 3 g @01T05 B
/var/log/weekly.log 640 5 1 $W6DO IN
/var/log/xferlog 600 7 100 * Jc

Each line starts with the name of the log to be rotated, optionally followed by an owner and group for both rotated
and newly created files. The mode field sets the permissions on the log file and count denotes how many rotated
log files should be kept. The size and when fields tell newsyslog when to rotate the file. A log file is rotated when
either its size is larger than the size field or when the time in the when field has passed. An asterisk (*) means
that this field is ignored. The flags field gives further instructions, such as how to compress the rotated file or to
create the log file if it is missing. The last two fields are optional and specify the name of the Process ID (PID) file
of a process and a signal number to send to that process when the file is rotated.

For more information on all fields, valid flags, and how to specify the rotation time, refer to newsyslog.conf(5).
Since newsyslog is run from cron(8), it cannot rotate files more often than it is scheduled to run from cron(8).

12.7.3. Configuring Remote Logging
Contributed by Tom Rhodes.

Monitoring the log files of multiple hosts can become unwieldy as the number of systems increases. Configuring
centralized logging can reduce some of the administrative burden of log file administration.

In FreeBSD, centralized log file aggregation, merging, and rotation can be configured using syslogd and newsyslog.
This section demonstrates an example configuration, where host A, named logserv.example. com, will collect log-
ging information for the local network. Host B, named logclient.example. com, will be configured to pass logging
information to the logging server.

12.7.3.1. Log Server Configuration

Alogserveris a system that has been configured to accept logging information from other hosts. Before configuring
alog server, check the following:

« If there is a firewall between the logging server and any logging clients, ensure that the firewall ruleset allows
UDP port 514 for both the clients and the server.

« The logging server and all client machines must have forward and reverse entries in the local DNS. If the network
does not have a DNS server, create entries in each system's /etc/hosts . Proper name resolution is required so
that log entries are not rejected by the logging server.

On the log server, edit /etc/syslog. conf to specify the name of the client to receive log entries from, the logging
facility to be used, and the name of the log to store the host's log entries. This example adds the hostname of B,
logs all facilities, and stores the log entries in /var/log/logclient.log .

Example 12.1. Sample Log Server Configuration

+logclient.example.com
* K /var/log/logclient. log

When adding multiple log clients, add a similar two-line entry for each client. More information about the available
facilities may be found in syslog.conf(5).
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Next, configure /etc/rc.conf :

syslogd enable="YES"
syslogd flags="-a logclient.example.com -v -v"

The first entry starts syslogd at system boot. The second entry allows log entries from the specified client. The -
v -v increases the verbosity of logged messages. This is useful for tweaking facilities as administrators are able to
see what type of messages are being logged under each facility.

Multiple -a options may be specified to allow logging from multiple clients. IP addresses and whole netblocks may
also be specified. Refer to syslogd(8) for a full list of possible options.

Finally, create the log file:
# touch /var/log/logclient.log
At this point, syslogd should be restarted and verified:

# service syslogd restart
# pgrep syslog

If a PID is returned, the server restarted successfully, and client configuration can begin. If the server did not
restart, consult /var/log/messages for the error.

12.7.3.2. Log Client Configuration

A logging client sends log entries to a logging server on the network. The client also keeps a local copy of its own
logs.

Once a logging server has been configured, edit /etc/rc.conf on the logging client:

syslogd enable="YES"
syslogd flags="-s -v -v"

The first entry enables syslogd on boot up. The second entry prevents logs from being accepted by this client from
other hosts (-s) and increases the verbosity of logged messages.

Next, define the logging server in the client's /etc/syslog. conf . In this example, all logged facilities are sent to
a remote system, denoted by the @ symbol, with the specified hostname:

*.* @logserv.example.com
After saving the edit, restart syslogd for the changes to take effect:

# service syslogd restart

To test that log messages are being sent across the network, use logger(1) on the client to send a message to syslogd:

# logger "Test message from logclient "

This message should now exist both in /var/log/messages on the client and /var/log/logclient.log on the
log server.

12.7.3.3. Debugging Log Servers

If no messages are being received on the log server, the cause is most likely a network connectivity issue, a host-
name resolution issue, or a typo in a configuration file. To isolate the cause, ensure that both the logging server
and the logging client are able to ping each other using the hostname specified in their /etc/rc. conf . If this fails,
check the network cabling, the firewall ruleset, and the hostname entries in the DNS server or /etc/hosts onboth
the logging server and clients. Repeat until the ping is successful from both hosts.

If the ping succeeds on both hosts but log messages are still not being received, temporarily increase logging
verbosity to narrow down the configuration issue. In the following example, /var/log/logclient.log on the
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logging server is empty and /var/log/messages on the logging client does not indicate a reason for the failure.
To increase debugging output, edit the syslogd_flags entry on the logging server and issue a restart:

syslogd flags="-d -a logclient.example.com -v -v"

# service syslogd restart

Debugging data similar to the following will flash on the console immediately after the restart:

logmsg: pri 56, flags 4, from logserv.example.com, msg syslogd: restart

syslogd: restarted

logmsg: pri 6, flags 4, from logserv.example.com, msg syslogd: kernel boot file is /boot/
kernel/kernel

Logging to FILE /var/log/messages

syslogd: kernel boot file is /boot/kernel/kernel

cvthname(192.168.1.10)

validate: dgram from IP 192.168.1.10, port 514, name logclient.example.com;

rejected in rule 0 due to name mismatch.

In this example, the log messages are being rejected due to a typo which results in a hostname mismatch. The
client's hostname should be logclient, not logclien. Fix the typo, issue a restart, and verify the results:

# service syslogd restart

logmsg: pri 56, flags 4, from logserv.example.com, msg syslogd: restart

syslogd: restarted

logmsg: pri 6, flags 4, from logserv.example.com, msg syslogd: kernel boot file is /boot/
kernel/kernel

syslogd: kernel boot file is /boot/kernel/kernel

logmsg: pri 166, flags 17, from logserv.example.com,

msg Dec 10 20:55:02 <syslog.err> logserv.example.com syslogd: exiting on signal 2
cvthname(192.168.1.10)

validate: dgram from IP 192.168.1.10, port 514, name logclient.example.com;

accepted in rule 0.

logmsg: pri 15, flags 0, from logclient.example.com, msg Dec 11 02:01:28 trhodes: Test
message 2

Logging to FILE /var/log/logclient.log

Logging to FILE /var/log/messages

At this point, the messages are being properly received and placed in the correct file.
12.7.3.4. Security Considerations

As with any network service, security requirements should be considered before implementing a logging server.
Log files may contain sensitive data about services enabled on the local host, user accounts, and configuration
data. Network data sent from the client to the server will not be encrypted or password protected. If a need for
encryption exists, consider using security/stunnel, which will transmit the logging data over an encrypted tunnel.

Local security is also an issue. Log files are not encrypted during use or after log rotation. Local users may access
log files to gain additional insight into system configuration. Setting proper permissions on log files is critical. The

built-in log rotator, newsyslog, supports setting permissions on newly created and rotated log files. Setting log files
to mode 600 should prevent unwanted access by local users. Refer to newsyslog.conf(5) for additional information.

12.8. Configuration Files
12.8.1. /etc Layout

There are a number of directories in which configuration information is kept. These include:

/etc Generic system-specific configuration information.

/etc/defaults Default versions of system configuration files.
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/etc/mail Extra sendmail(8) configuration and other MTA configuration files.

/etc/ppp Configuration for both user- and kernel-ppp programs.

/usr/local/etc Configuration files for installed applications. May contain per-application
subdirectories.

/usr/local/etc/rc.d rc(8) scripts for installed applications.

/var/db Automatically generated system-specific database files, such as the package
database and the locate(1) database.

12.8.2. Hosthames

12.8.2.1. /etc/resolv.conf
How a FreeBSD system accesses the Internet Domain Name System (DNS) is controlled by resolv.conf(5).
The most common entries to /etc/resolv.conf are:

nameserver The IP address of a name server the resolver should query. The servers are
queried in the order listed with a maximum of three.

search Search list for hostname lookup. This is normally determined by the domain
of the local hostname.

domain The local domain name.

A typical /etc/resolv. conf looks like this:

search example.com
nameserver 147.11.1.11
nameserver 147.11.100.30

Note
@ Only one of the search and domain options should be used.

When using DHCP, dhclient(8) usually rewrites /etc/resolv.conf with information received from the DHCP serv-
er.

12.8.2.2. /etc/hosts

/etc/hosts is a simple text database which works in conjunction with DNS and NIS to provide host name to IP
address mappings. Entries for local computers connected via a LAN can be added to this file for simplistic naming
purposes instead of setting up a named(8) server. Additionally, /etc/hosts can be used to provide a local record
of Internet names, reducing the need to query external DNS servers for commonly accessed names.

# $FreeBSD$

#

#

# Host Database

#

# This file should contain the addresses and aliases for local hosts that
# share this file. Replace 'my.domain' below with the domainname of your
# machine.

#

# In the presence of the domain name service or NIS, this file may

# not be consulted at all; see /etc/nsswitch.conf for the resolution order.
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The format of /etc/hosts is as follows:

For example:

Consult hosts(5) for more information.

12.9. Tuning with sysctl(8)

sysctl(8) is used to make changes to a running FreeBSD system. This includes many advanced options of the TCP/IP
stack and virtual memory system that can dramatically improve performance for an experienced system admin-
istrator. Over five hundred system variables can be read and set using sysctl(8).

At its core, sysctl(8) serves two functions: to read and to modify system settings.

To view all readable variables:

To read a particular variable, specify its name:

To set a particular variable, use the variable=value syntax:

Settings of sysctl variables are usually either strings, numbers, or booleans, where a boolean is 1 for yes or 0 for no.

To automatically set some variables each time the machine boots, add them to /etc/sysctl.conf . For more in-
formation, refer to sysctl.conf(5) and Section 12.9.1, “sysctl.conf”.

12.9.1. sysctl.conf
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The configuration file for sysctl(8), /etc/sysctl.conf ,looks much like /etc/rc.conf . Values are set in a vari-
able=value form. The specified values are set after the system goes into multi-user mode. Not all variables are
settable in this mode.

For example, to turn off logging of fatal signal exits and prevent users from seeing processes started by other users,
the following tunables can be set in /etc/sysctl.conf :

# Do not log fatal signal exits (e.g., sig 11)
kern.logsigexit=0

# Prevent users from seeing information about processes that
# are being run under another UID.
security.bsd.see other uids=0

12.9.2. sysctl(8) Read-only
Contributed by Tom Rhodes.

In some cases it may be desirable to modify read-only sysctl(8) values, which will require a reboot of the system.

For instance, on some laptop models the cardbus(4) device will not probe memory ranges and will fail with errors
similar to:

cbb0: Could not map register memory
device probe and attach: cbb® attach returned 12

The fix requires the modification of a read-only sysctl(8) setting. Add hw.pci.allow unsupported io range=1to
/boot/loader.conf and reboot. Now cardbus(4) should work properly.

12.10. Tuning Disks

The following section will discuss various tuning mechanisms and options which may be applied to disk devices.
In many cases, disks with mechanical parts, such as SCSI drives, will be the bottleneck driving down the overall
system performance. While a solution is to install a drive without mechanical parts, such as a solid state drive,
mechanical drives are not going away anytime in the near future. When tuning disks, it is advisable to utilize the
features of the iostat(8) command to test various changes to the system. This command will allow the user to obtain
valuable information on system IO.

12.10.1. Sysctl Variables

12.10.1.1. vfs.vmiodirenable

The vfs.vmiodirenable sysctl(8) variable may be set to either 0 (off) or 1 (on). It is set to 1 by default. This variable
controls how directories are cached by the system. Most directories are small, using just a single fragment (typically
1K) in the file system and typically 512 bytes in the buffer cache. With this variable turned off, the buffer cache will
only cache a fixed number of directories, even if the system has a huge amount of memory. When turned on, this
sysctl(8) allows the buffer cache to use the VM page cache to cache the directories, making all the memory available
for caching directories. However, the minimum in-core memory used to cache a directory is the physical page size
(typically 4 K) rather than 512 bytes. Keeping this option enabled is recommended if the system is running any
services which manipulate large numbers of files. Such services can include web caches, large mail systems, and
news systems. Keeping this option on will generally not reduce performance, even with the wasted memory, but
one should experiment to find out.

12.10.1.2. vfs.write_behind

The vfs.write_behind sysctl(8) variable defaults to 1 (on). This tells the file system to issue media writes as full
clusters are collected, which typically occurs when writing large sequential files. This avoids saturating the buffer
cache with dirty buffers when it would not benefit 1/0 performance. However, this may stall processes and under
certain circumstances should be turned off.
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12.10.1.3. vfs.hirunningspace

The vfs.hirunningspace sysctl(8) variable determines how much outstanding write I/0 may be queued to disk
controllers system-wide at any given instance. The default is usually sufficient, but on machines with many disks,
try bumping it up to four or five megabytes. Setting too high a value which exceeds the buffer cache's write threshold
can lead to bad clustering performance. Do not set this value arbitrarily high as higher write values may add latency
to reads occurring at the same time.

There are various other buffer cache and VM page cache related sysctl(8) values. Modifying these values is not
recommended as the VM system does a good job of automatically tuning itself.

12.10.1.4. vm.swap_idle_enabled

The vm.swap_idle enabled sysctl(8) variable is useful in large multi-user systems with many active login users and
lots of idle processes. Such systems tend to generate continuous pressure on free memory reserves. Turning this
feature on and tweaking the swapout hysteresis (in idle seconds) via vm.swap idle thresholdl and vm.swap i-
dle threshold2 depresses the priority of memory pages associated with idle processes more quickly then the
normal pageout algorithm. This gives a helping hand to the pageout daemon. Only turn this option on if needed,
because the tradeoff is essentially pre-page memory sooner rather than later which eats more swap and disk band-
width. In a small system this option will have a determinable effect, but in a large system that is already doing
moderate paging, this option allows the VM system to stage whole processes into and out of memory easily.

12.10.1.5. hw.ata.wc

Turning off IDE write caching reduces write bandwidth to IDE disks, but may sometimes be necessary due to data
consistency issues introduced by hard drive vendors. The problem is that some IDE drives lie about when a write
completes. With IDE write caching turned on, IDE hard drives write data to disk out of order and will sometimes
delay writing some blocks indefinitely when under heavy disk load. A crash or power failure may cause serious
file system corruption. Check the default on the system by observing the hw.ata.wc sysctl(8) variable. If IDE write
caching is turned off, one can set this read-only variable to 1 in /boot/loader.conf in order to enable it at boot
time.

For more information, refer to ata(4).

12.10.1.6. SCSI_DELAY (kern.cam.scsi_delay)

The SCSI_DELAY kernel configuration option may be used to reduce system boot times. The defaults are fairly high
and can be responsible for 15 seconds of delay in the boot process. Reducing it to 5 seconds usually works with
modern drives. The kern. cam.scsi_delay boot time tunable should be used. The tunable and kernel configuration
option accept values in terms of milliseconds and not seconds.

12.10.2. Soft Updates

To fine-tune a file system, use tunefs(8). This program has many different options. To toggle Soft Updates on and
off, use:

# tunefs -n enable /filesystem
# tunefs -n disable /filesystem

A file system cannot be modified with tunefs(8) while it is mounted. A good time to enable Soft Updates is before
any partitions have been mounted, in single-user mode.

Soft Updates is recommended for UFS file systems as it drastically improves meta-data performance, mainly file
creation and deletion, through the use of a memory cache. There are two downsides to Soft Updates to be aware of.
First, Soft Updates guarantee file system consistency in the case of a crash, but could easily be several seconds or
even a minute behind updating the physical disk. If the system crashes, unwritten data may be lost. Secondly, Soft
Updates delay the freeing of file system blocks. If the root file system is almost full, performing a major update,
such as make installworld, can cause the file system to run out of space and the update to fail.
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12.10.2.1. More Details About Soft Updates

Meta-data updates are updates to non-content data like inodes or directories. There are two traditional approaches
to writing a file system's meta-data back to disk.

Historically, the default behavior was to write out meta-data updates synchronously. If a directory changed, the
system waited until the change was actually written to disk. The file data buffers (file contents) were passed
through the buffer cache and backed up to disk later on asynchronously. The advantage of this implementation
is that it operates safely. If there is a failure during an update, meta-data is always in a consistent state. A file is
either created completely or not at all. If the data blocks of a file did not find their way out of the buffer cache onto
the disk by the time of the crash, fsck(8) recognizes this and repairs the file system by setting the file length to
0. Additionally, the implementation is clear and simple. The disadvantage is that meta-data changes are slow. For
example, rm -r touches all the files in a directory sequentially, but each directory change will be written synchro-
nously to the disk. This includes updates to the directory itself, to the inode table, and possibly to indirect blocks
allocated by the file. Similar considerations apply for unrolling large hierarchies using tar -x.

The second approach is to use asynchronous meta-data updates. This is the default for a UFS file system mounted
withmount -o async . Since all meta-data updates are also passed through the buffer cache, they will be intermixed
with the updates of the file content data. The advantage of this implementation is there is no need to wait until
each meta-data update has been written to disk, so all operations which cause huge amounts of meta-data updates
work much faster than in the synchronous case. This implementation is still clear and simple, so there is a low risk
for bugs creeping into the code. The disadvantage is that there is no guarantee for a consistent state of the file
system. If there is a failure during an operation that updated large amounts of meta-data, like a power failure or
someone pressing the reset button, the file system will be left in an unpredictable state. There is no opportunity to
examine the state of the file system when the system comes up again as the data blocks of a file could already have
been written to the disk while the updates of the inode table or the associated directory were not. It is impossible to
implement a fsck(8) which is able to clean up the resulting chaos because the necessary information is not available
on the disk. If the file system has been damaged beyond repair, the only choice is to reformat it and restore from
backup.

The usual solution for this problem is to implement dirty region logging, which is also referred to as journaling. Meta-
data updates are still written synchronously, but only into a small region of the disk. Later on, they are moved to
their proper location. Since the logging area is a small, contiguous region on the disk, there are no long distances
for the disk heads to move, even during heavy operations, so these operations are quicker than synchronous up-
dates. Additionally, the complexity of the implementation is limited, so the risk of bugs being present is low. A
disadvantage is that all meta-data is written twice, once into the logging region and once to the proper location, so
performance “pessimization” might result. On the other hand, in case of a crash, all pending meta-data operations
can be either quickly rolled back or completed from the logging area after the system comes up again, resulting
in a fast file system startup.

Kirk McKusick, the developer of Berkeley FFS, solved this problem with Soft Updates. All pending meta-data up-
dates are kept in memory and written out to disk in a sorted sequence (“ordered meta-data updates”). This has the
effect that, in case of heavy meta-data operations, later updates to an item “catch” the earlier ones which are still
in memory and have not already been written to disk. All operations are generally performed in memory before
the update is written to disk and the data blocks are sorted according to their position so that they will not be on
the disk ahead of their meta-data. If the system crashes, an implicit “log rewind” causes all operations which were
not written to the disk appear as if they never happened. A consistent file system state is maintained that appears
to be the one of 30 to 60 seconds earlier. The algorithm used guarantees that all resources in use are marked as
such in their blocks and inodes. After a crash, the only resource allocation error that occurs is that resources are
marked as “used” which are actually “free”. fsck(8) recognizes this situation, and frees the resources that are no
longer used. It is safe to ignore the dirty state of the file system after a crash by forcibly mounting it with mount
-f. In order to free resources that may be unused, fsck(8) needs to be run at a later time. This is the idea behind
the background fsck(8): at system startup time, only a snapshot of the file system is recorded and fsck(8) is run after-
wards. All file systems can then be mounted “dirty”, so the system startup proceeds in multi-user mode. Then,
background fsck(8) is scheduled for all file systems where this is required, to free resources that may be unused.
File systems that do not use Soft Updates still need the usual foreground fsck(8).
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The advantage is that meta-data operations are nearly as fast as asynchronous updates and are faster than logging,
which has to write the meta-data twice. The disadvantages are the complexity of the code, a higher memory con-
sumption, and some idiosyncrasies. After a crash, the state of the file system appears to be somewhat “older”. In
situations where the standard synchronous approach would have caused some zero-length files to remain after
the fsck(8), these files do not exist at all with Soft Updates because neither the meta-data nor the file contents have
been written to disk. Disk space is not released until the updates have been written to disk, which may take place
some time after running rm(1). This may cause problems when installing large amounts of data on a file system
that does not have enough free space to hold all the files twice.

12.11. Tuning Kernel Limits

12.11.1. File/Process Limits

12.11.1.1. kern.maxfiles

The kern.maxfiles sysctl(8) variable can be raised or lowered based upon system requirements. This variable
indicates the maximum number of file descriptors on the system. When the file descriptor table is full, file: table
is full will show up repeatedly in the system message buffer, which can be viewed using dmesg(8).

Each open file, socket, or fifo uses one file descriptor. A large-scale production server may easily require many
thousands of file descriptors, depending on the kind and number of services running concurrently.

In older FreeBSD releases, the default value of kern.maxfiles is derived frommaxusers in the kernel configuration
file. kern.maxfiles grows proportionally to the value of maxusers . When compiling a custom kernel, consider
setting this kernel configuration option according to the use of the system. From this number, the kernel is given
most of its pre-defined limits. Even though a production machine may not have 256 concurrent users, the resources
needed may be similar to a high-scale web server.

The read-only sysctl(8) variable kern.maxusers is automatically sized at boot based on the amount of memory
available in the system, and may be determined at run-time by inspecting the value of kern.maxusers . Some
systems require larger or smaller values of kern.maxusers and values of 64, 128, and 256 are not uncommon.
Going above 256 is not recommended unless a huge number of file descriptors is needed. Many of the tunable
values set to their defaults by kern.maxusers may be individually overridden at boot-time or run-time in /boot/
loader.conf . Refer to loader.conf(5) and /boot/defaults/loader.conf for more details and some hints.

In older releases, the system will auto-tune maxusers if it is set to 0. ! When setting this option, set maxusers to at
least 4, especially if the system runs Xorg or is used to compile software. The most important table set by maxusers

is the maximum number of processes, which is set to 20 + 16 * maxusers . If maxusers is set to 1, there can only
be 36 simultaneous processes, including the 18 or so that the system starts up at boot time and the 15 or so used
by Xorg. Even a simple task like reading a manual page will start up nine processes to filter, decompress, and view
it. Setting maxusers to 64 allows up to 1044 simultaneous processes, which should be enough for nearly all uses.
If, however, the proc table full error is displayed when trying to start another program, or a server is running with
a large number of simultaneous users, increase the number and rebuild.

Note

S maxusers does not limit the number of users which can log into the machine. It instead sets
various table sizes to reasonable values considering the maximum number of users on the
system and how many processes each user will be running.

'The auto-tuning algorithm sets Maxusers equal to the amount of memory in the system, with a minimum of 32, and a maximum of 384.
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12.11.1.2. kern.ipc.soacceptqueue

The kern.ipc.soacceptqueue sysctl(8) variable limits the size of the listen queue for accepting new TCP connec-
tions. The default value of 128 is typically too low for robust handling of new connections on a heavily loaded
web server. For such environments, it is recommended to increase this value to 1024 or higher. A service such as
sendmail(8), or Apache may itself limit the listen queue size, but will often have a directive in its configuration file
to adjust the queue size. Large listen queues do a better job of avoiding Denial of Service (DoS) attacks.

12.11.2. Network Limits

The NMBCLUSTERS kernel configuration option dictates the amount of network Mbufs available to the system. A
heavily-trafficked server with a low number of Mbufs will hinder performance. Each cluster represents approxi-
mately 2 K of memory, so a value of 1024 represents 2 megabytes of kernel memory reserved for network buffers.
A simple calculation can be done to figure out how many are needed. A web server which maxes out at 1000 simul-
taneous connections where each connection uses a 6 K receive and 16 K send buffer, requires approximately 32 MB
worth of network buffers to cover the web server. A good rule of thumb is to multiply by 2, so 2x32 MB / 2 KB =
64 MB / 2 kB = 32768. Values between 4096 and 32768 are recommended for machines with greater amounts of
memory. Never specify an arbitrarily high value for this parameter as it could lead to a boot time crash. To observe
network cluster usage, use -m with netstat(1).

The kern.ipc.nmbclusters loader tunable should be used to tune this at boot time. Only older versions of FreeBSD
will require the use of the NMBCLUSTERS kernel config(8) option.

For busy servers that make extensive use of the sendfile(2) system call, it may be necessary to increase the number
of sendfile(2) buffers via the NSFBUFS kernel configuration option or by setting its value in /boot/loader.conf
(see loader(8) for details). A common indicator that this parameter needs to be adjusted is when processes are seen
in the sfbufa state. The sysctl(8) variable kern.ipc.nsfbufs is read-only. This parameter nominally scales with
kern.maxusers , however it may be necessary to tune accordingly.

Important

A Even though a socket has been marked as non-blocking, calling sendfile(2) on the non-block-
ing socket may result in the sendfile(2) call blocking until enough struct sf_buf 'sare made
available.

12.11.2.1. net.inet.ip.portrange. *

The net.inet.ip.portrange.* sysctl(8) variables control the port number ranges automatically bound to TCP and
UDP sockets. There are three ranges: a low range, a default range, and a high range. Most network programs use
the default range which is controlled by net.inet.ip.portrange.first and net.inet.ip.portrange.last, which
default to 1024 and 5000, respectively. Bound port ranges are used for outgoing connections and it is possible to run
the system out of ports under certain circumstances. This most commonly occurs when running a heavily loaded
web proxy. The port range is not an issue when running a server which handles mainly incoming connections, such
as aweb server, or has a limited number of outgoing connections, such as a mail relay. For situations where there is
ashortage of ports, it is recommended to increase net . inet. ip. portrange. last modestly. A value of 10000, 20000
or 30000 may be reasonable. Consider firewall effects when changing the port range. Some firewalls may block
large ranges of ports, usually low-numbered ports, and expect systems to use higher ranges of ports for outgoing
connections. For this reason, it is not recommended that the value of net.inet.ip.portrange.first be lowered.

12.11.2.2. TcP Bandwidth Delay Product

TCP bandwidth delay product limiting can be enabled by setting the net.inet.tcp.inflight.enable sysctl(8) vari-
able to 1. This instructs the system to attempt to calculate the bandwidth delay product for each connection and
limit the amount of data queued to the network to just the amount required to maintain optimum throughput.
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This feature is useful when serving data over modems, Gigabit Ethernet, high speed WAN links, or any other link
with a high bandwidth delay product, especially when also using window scaling or when a large send window has
been configured. When enabling this option, also set net.inet.tcp.inflight.debug to 0 to disable debugging. For
production use, setting net.inet.tcp.inflight.min to at least 6144 may be beneficial. Setting high minimums
may effectively disable bandwidth limiting, depending on the link. The limiting feature reduces the amount of data
built up in intermediate route and switch packet queues and reduces the amount of data built up in the local host's
interface queue. With fewer queued packets, interactive connections, especially over slow modems, will operate
with lower Round Trip Times. This feature only effects server side data transmission such as uploading. It has no
effect on data reception or downloading.

Adjusting net.inet.tcp.inflight.stab is not recommended. This parameter defaults to 20, representing 2 max-
imal packets added to the bandwidth delay product window calculation. The additional window is required to sta-
bilize the algorithm and improve responsiveness to changing conditions, but it can also result in higher ping(8)
times over slow links, though still much lower than without the inflight algorithm. In such cases, try reducing this
parameter to 15, 10, or 5 and reducing net.inet.tcp.inflight.min to a value such as 3500 to get the desired
effect. Reducing these parameters should be done as a last resort only.

12.11.3. Virtual Memory
12.11.3.1. kern.maxvnodes

A vnode is the internal representation of a file or directory. Increasing the number of vnodes available to the
operating system reduces disk /0. Normally, this is handled by the operating system and does not need to be
changed. In some cases where disk 1/0 is a bottleneck and the system is running out of vnodes, this setting needs
to be increased. The amount of inactive and free RAM will need to be taken into account.

To see the current number of vnodes in use:

# sysctl vfs.numvnodes
vfs.numvnodes: 91349

To see the maximum vnodes:

# sysctl kern.maxvnodes
kern.maxvnodes: 100000

If the current vnode usage is near the maximum, try increasing kern.maxvnodes by a value of 1000. Keep an eye
on the number of vfs.numvnodes. If it climbs up to the maximum again, kern.maxvnodes will need to be increased
further. Otherwise, a shift in memory usage as reported by top(1) should be visible and more memory should be
active.

12.12. Adding Swap Space

Sometimes a system requires more swap space. This section describes two methods to increase swap space: adding
swap to an existing partition or new hard drive, and creating a swap file on an existing partition.

For information on how to encrypt swap space, which options exist, and why it should be done, refer to Sec-
tion 18.13, “Encrypting Swap”.

12.12.1. Swap on a New Hard Drive or Existing Partition

Adding a new hard drive for swap gives better performance than using a partition on an existing drive. Setting up
partitions and hard drives is explained in Section 18.2, “Adding Disks” while Section 2.6.1, “Designing the Partition
Layout” discusses partition layouts and swap partition size considerations.

Use swapon to add a swap partition to the system. For example:

# swapon /dev/adalslb
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Warning

O It is possible to use any partition not currently mounted, even if it already contains data.
Using swapon on a partition that contains data will overwrite and destroy that data. Make
sure that the partition to be added as swap is really the intended partition before running
swapon.

To automatically add this swap partition on boot, add an entry to /etc/fstab :

/dev/adalslb none swap sw 0 0

See fstab(5) for an explanation of the entries in /etc/fstab . More information about swapon can be found in
swapon(8).

12.12.2. Creating a Swap File
These examples create a 512M swap file called /usr/swap® instead of using a partition.

Using swap files requires that the module needed by md(4) has either been built into the kernel or has been loaded
before swap is enabled. See Chapter 8, Configuring the FreeBSD Kernel for information about building a custom kernel.

Example 12.2. Creating a Swap File

1.  Create the swap file:

# dd if=/dev/zero of= /usr/swap® bs=1lm count=512

2. Set the proper permissions on the new file:

# chmod 0600 /usr/swap0

3. Inform the system about the swap file by adding a line to /etc/fstab :

md99 none swap sw,file=/usr/swap0,late 0 0
The md(4) device md99 is used, leaving lower device numbers available for interactive use.

4,  Swap space will be added on system startup. To add swap space immediately, use swapon(8):

# swapon -alL

12.13. Power and Resource Management
Written by Hiten Pandya and Tom Rhodes.

It is important to utilize hardware resources in an efficient manner. Power and resource management allows the
operating system to monitor system limits and to possibly provide an alert if the system temperature increases un-
expectedly. An early specification for providing power management was the Advanced Power Management (APM)
facility. APM controls the power usage of a system based on its activity. However, it was difficult and inflexible for
operating systems to manage the power usage and thermal properties of a system. The hardware was managed
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by the BIOS and the user had limited configurability and visibility into the power management settings. The APM
BIOS is supplied by the vendor and is specific to the hardware platform. An APM driver in the operating system
mediates access to the APM Software Interface, which allows management of power levels.

There are four major problems in APM. First, power management is done by the vendor-specific BIOS, separate
from the operating system. For example, the user can set idle-time values for a hard drive in the APM BIOS so that,
when exceeded, the BIOS spins down the hard drive without the consent of the operating system. Second, the APM
logic is embedded in the BIOS, and it operates outside the scope of the operating system. This means that users
can only fix problems in the APM BIOS by flashing a new one into the ROM, which is a dangerous procedure with
the potential to leave the system in an unrecoverable state if it fails. Third, APM is a vendor-specific technology,
meaning that there is a lot of duplication of efforts and bugs found in one vendor's BIOS may not be solved in
others. Lastly, the APM BIOS did not have enough room to implement a sophisticated power policy or one that can
adapt well to the purpose of the machine.

The Plug and Play BIOS (PNPBIOS) was unreliable in many situations. PNPBIOS is 16-bit technology, so the operating
system has to use 16-bit emulation in order to interface with PNPBIOS methods. FreeBSD provides an APM driver as
APM should still be used for systems manufactured at or before the year 2000. The driver is documented in apm(4).

The successor to APM is the Advanced Configuration and Power Interface (ACPI). ACPI is a standard written by
an alliance of vendors to provide an interface for hardware resources and power management. It is a key element
in Operating System-directed configuration and Power Management as it provides more control and flexibility to the
operating system.

This chapter demonstrates how to configure ACPI on FreeBSD. It then offers some tips on how to debug ACPI and
how to submit a problem report containing debugging information so that developers can diagnosis and fix ACPI
issues.

12.13.1. Configuring ACPI

In FreeBSD the acpi(4) driver is loaded by default at system boot and should not be compiled into the kernel. This
driver cannot be unloaded after boot because the system bus uses it for various hardware interactions. However, if
the system is experiencing problems, ACPI can be disabled altogether by rebooting after setting hint.acpi.0.dis-
abled="1" in /boot/loader.conf or by setting this variable at the loader prompt, as described in Section 13.2.3,
“Stage Three”.

Note
@ ACPI and APM cannot coexist and should be used separately. The last one to load will termi-
nate if the driver notices the other is running.

ACPI can be used to put the system into a sleep mode with acpiconf, the -s flag, and a number from 1 to 5. Most
users only need 1 (quick suspend to RAM) or 3 (suspend to RAM). Option 5 performs a soft-off which is the same
as running halt -p.

Other options are available using sysctl. Refer to acpi(4) and acpiconf(8) for more information.

12.13.2. Common Problems

ACPI is present in all modern computers that conform to the ia32 (x86) and amd64 (AMD) architectures. The full
standard has many features including CPU performance management, power planes control, thermal zones, vari-
ous battery systems, embedded controllers, and bus enumeration. Most systems implement less than the full stan-
dard. For instance, a desktop system usually only implements bus enumeration while a laptop might have cooling
and battery management support as well. Laptops also have suspend and resume, with their own associated com-
plexity.
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An ACPI-compliant system has various components. The BIOS and chipset vendors provide various fixed tables,
such as FADT, in memory that specify things like the APIC map (used for SMP), config registers, and simple config-
uration values. Additionally, a bytecode table, the Differentiated System Description Table DSDT, specifies a tree-
like name space of devices and methods.

The ACPI driver must parse the fixed tables, implement an interpreter for the bytecode, and modify device drivers
and the kernel to accept information from the ACPI subsystem. For FreeBSD, Intel® has provided an interpreter
(ACPI-CA) that is shared with Linux® and NetBSD. The path to the ACPI-CA source code is src/sys/contrib/dev/
acpica. The glue code that allows ACPI-CA to work on FreeBSD is in src/sys/dev/acpica/0sd . Finally, drivers
that implement various ACPI devices are found in src/sys/dev/acpica .

For ACPI to work correctly, all the parts have to work correctly. Here are some common problems, in order of
frequency of appearance, and some possible workarounds or fixes. If a fix does not resolve the issue, refer to Sec-
tion 12.13.4, “Getting and Submitting Debugging Info” for instructions on how to submit a bug report.

12.13.2.1. Mouse Issues

In some cases, resuming from a suspend operation will cause the mouse to fail. A known work around is to add
hint.psm.0.flags="0x3000" to /boot/loader.conf .

12.13.2.2. Suspend/Resume

ACPI has three suspend to RAM (STR) states, S1-S3, and one suspend to disk state (STD), called S4. STD can be
implemented in two separate ways. The S4BIOS is a BIOS-assisted suspend to disk and S40S is implemented entirely
by the operating system. The normal state the system is in when plugged in but not powered up is “soft off” (S5).

Use sysctl hw.acpi to check for the suspend-related items. These example results are from a Thinkpad:

hw.acpi.supported sleep state: S3 S4 S5
hw.acpi.s4bios: 0

Use acpiconf -s to test S3, S4, and S5. An sdbios of one (1) indicates S4BIOS support instead of S4 operating
system support.

When testing suspend/resume, start with S1, if supported. This state is most likely to work since it does not require
much driver support. No one has implemented S2, which is similar to S1. Next, try S3. This is the deepest STR state
and requires a lot of driver support to properly reinitialize the hardware.

A common problem with suspend/resume is that many device drivers do not save, restore, or reinitialize their
firmware, registers, or device memory properly. As a first attempt at debugging the problem, try:

# sysctl debug.bootverbose=1
# sysctl debug.acpi.suspend_bounce=1
# acpiconf -s 3

This test emulates the suspend/resume cycle of all device drivers without actually going into S3 state. In some
cases, problems such as losing firmware state, device watchdog time out, and retrying forever, can be captured
with this method. Note that the system will not really enter S3 state, which means devices may not lose power,
and many will work fine even if suspend/resume methods are totally missing, unlike real S3 state.

Harder cases require additional hardware, such as a serial port and cable for debugging through a serial console,
a Firewire port and cable for using dcons(4), and kernel debugging skills.

To help isolate the problem, unload as many drivers as possible. If it works, narrow down which driver is the
problem by loading drivers until it fails again. Typically, binary drivers like nvidia. ko, display drivers, and USB
will have the most problems while Ethernet interfaces usually work fine. If drivers can be properly loaded and
unloaded, automate this by putting the appropriate commands in /etc/rc.suspend and /etc/rc.resume. Try
setting hw.acpi.reset_video to 1 if the display is messed up after resume. Try setting longer or shorter values
for hw.acpi.sleep delay to see if that helps.
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Try loading a recent Linux® distribution to see if suspend/resume works on the same hardware. If it works on
Linux®, it is likely a FreeBSD driver problem. Narrowing down which driver causes the problem will assist devel-
opers in fixing the problem. Since the ACPI maintainers rarely maintain other drivers, such as sound or ATA, any
driver problems should also be posted to the freebsd-current list and mailed to the driver maintainer. Advanced
users can include debugging printf(3)s in a problematic driver to track down where in its resume function it hangs.

Finally, try disabling ACPI and enabling APM instead. If suspend/resume works with APM, stick with APM, espe-
cially on older hardware (pre-2000). It took vendors a while to get ACPI support correct and older hardware is more
likely to have BIOS problems with ACPI.

12.13.2.3. System Hangs

Most system hangs are a result of lost interrupts or an interrupt storm. Chipsets may have problems based on
boot, how the BIOS configures interrupts before correctness of the APIC (MADT) table, and routing of the System
Control Interrupt (SCI).

Interrupt storms can be distinguished from lost interrupts by checking the output of vmstat -i and looking at the
line that has acpi0. If the counter is increasing at more than a couple per second, there is an interrupt storm. If
the system appears hung, try breaking to DDB (CTRL+ALT+ESC on console) and type show interrupts.

When dealing with interrupt problems, try disabling APIC support with hint.apic.0.disabled="1" in /boot/
loader.conf .

12.13.2.4. Panics

Panics are relatively rare for ACPI and are the top priority to be fixed. The first step is to isolate the steps to
reproduce the panic, if possible, and get a backtrace. Follow the advice for enabling options DDB and setting up a
serial console in Section 27.6.4, “Entering the DDB Debugger from the Serial Line” or setting up a dump partition.
To get a backtrace in DDB, use tr. When handwriting the backtrace, get at least the last five and the top five lines
in the trace.

Then, try to isolate the problem by booting with ACPI disabled. If that works, isolate the ACPI subsystem by using
various values of debug.acpi.disable. See acpi(4) for some examples.

12.13.2.5. System Powers Up After Suspend or Shutdown

First, try setting hw.acpi.disable on poweroff="0" in /boot/loader.conf .This keeps ACPI from disabling var-
ious events during the shutdown process. Some systems need this value set to 1 (the default) for the same reason.
This usually fixes the problem of a system powering up spontaneously after a suspend or poweroff,

12.13.2.6. BIOS Contains Buggy Bytecode

Some BIOS vendors provide incorrect or buggy bytecode. This is usually manifested by kernel console messages
like this:

ACPI-1287: *** Error: Method execution failed [\\ SB .PCI0®.LPCO.FIGD. STA] \\
(Node 0xc3f6d160), AE NOT FOUND

Often, these problems may be resolved by updating the BIOS to the latest revision. Most console messages are
harmless, but if there are other problems, like the battery status is not working, these messages are a good place
to start looking for problems.

12.13.3. Overriding the Default AML

The BIOS bytecode, known as ACPI Machine Language (AML), is compiled from a source language called ACPI Source
Language (ASL). The AML is found in the table known as the Differentiated System Description Table (DSDT).

The goal of FreeBSD is for everyone to have working ACPI without any user intervention. Workarounds are still
being developed for common mistakes made by BIOS vendors. The Microsoft® interpreter (acpi.sys and ac-
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piec.sys) does not strictly check for adherence to the standard, and thus many BIOS vendors who only test ACPI
under Windows® never fix their ASL. FreeBSD developers continue to identify and document which non-standard
behavior is allowed by Microsoft®'s interpreter and replicate it so that FreeBSD can work without forcing users
to fix the ASL.

To help identify buggy behavior and possibly fix it manually, a copy can be made of the system's ASL. To copy the
system's ASL to a specified file name, use acpidump with -t, to show the contents of the fixed tables, and -d, to
disassemble the AML:

# acpidump -td > my.asl

Some AML versions assume the user is running Windows®. To override this, set hw.acpi.osname="Windows 2009"
in /boot/loader.conf , using the most recent Windows® version listed in the ASL.

Other workarounds may require my.asl to be customized. If this file is edited, compile the new ASL using the
following command. Warnings can usually be ignored, but errors are bugs that will usually prevent ACPI from
working correctly.

# iasl -f my.asl

Including - f forces creation of the AML, even if there are errors during compilation. Some errors, such as missing
return statements, are automatically worked around by the FreeBSD interpreter.

The default output filename for iasl is DSDT.aml . Load this file instead of the BIOS's buggy copy, which is still
present in flash memory, by editing /boot/loader.conf as follows:

acpi _dsdt load="YES"
acpi_dsdt_name="/boot/DSDT.aml"

Be sure to copy DSDT.aml to /boot, then reboot the system. If this fixes the problem, send a diff(1) of the old and
new ASL to freebsd-acpi so that developers can work around the buggy behavior in acpica.

12.13.4. Getting and Submitting Debugging Info

Written by Nate Lawson.
With contributions from Peter Schultz and Tom Rhodes.

The ACPI driver has a flexible debugging facility. A set of subsystems and the level of verbosity can be specified.
The subsystems to debug are specified as layers and are broken down into components (ACPI_ALL COMPONENTS)
and ACPI hardware support (ACPI_ALL DRIVERS). The verbosity of debugging output is specified as the level and
ranges from just report errors (ACPI_LV_ERROR) to everything (ACPI_LV_VERBOSE). The level is a bitmask so multiple
options can be set at once, separated by spaces. In practice, a serial console should be used to log the output so it
is not lost as the console message buffer flushes. A full list of the individual layers and levels is found in acpi(4).

Debugging output is not enabled by default. To enable it, add options ACPI_DEBUG to the custom kernel config-
uration file if ACPI is compiled into the kernel. Add ACPI_DEBUG=1 to /etc/make.conf to enable it globally. If a
module is used instead of a custom kernel, recompile just the acpi.ko module as follows:

# cd /sys/modules/acpi/acpi & make clean && make ACPI_DEBUG=1

Copy the compiled acpi.ko to /boot/kernel and add the desired level and layer to /boot/loader.conf . The
entries in this example enable debug messages for all ACPI components and hardware drivers and output error
messages at the least verbose level:

debug.acpi.layer="ACPI ALL COMPONENTS ACPI ALL DRIVERS"
debug.acpi.level="ACPI_LV_ERROR"

If the required information is triggered by a specific event, such as a suspend and then resume, do not modify /
boot/loader.conf .Instead, use sysctl to specify the layer and level after booting and preparing the system for
the specific event. The variables which can be set using sysctl are named the same as the tunables in /boot/
loader.conf .
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Once the debugging information is gathered, it can be sent to freebsd-acpi so that it can be used by the FreeBSD
ACPI maintainers to identify the root cause of the problem and to develop a solution.

Note
@ Before submitting debugging information to this mailing list, ensure the latest BIOS version
is installed and, if available, the embedded controller firmware version.

When submitting a problem report, include the following information:

+ Description of the buggy behavior, including system type, model, and anything that causes the bug to appear.
Note as accurately as possible when the bug began occurring if it is new.

« The output of dmesg after running boot -v, including any error messages generated by the bug.
+ The dmesg output from boot -v with ACPI disabled, if disabling ACPI helps to fix the problem.
* Output from sysctl hw.acpi . This lists which features the system offers.

 The URL to a pasted version of the system's ASL. Do not send the ASL directly to the list as it can be very large.
Generate a copy of the ASL by running this command:

# acpidump -dt > name-system .asl
Substitute the login name for name and manufacturer/model for system. For example, use nj1-FooCo6000.asl .

Most FreeBSD developers watch the FreeBSD-CURRENT mailing list, but one should submit problems to freeb-
sd-acpi to be sure it is seen. Be patient when waiting for a response. If the bug is not immediately apparent, submit
abug report. When entering a PR, include the same information as requested above. This helps developers to track
the problem and resolve it. Do not send a PR without emailing freebsd-acpi first as it is likely that the problem
has been reported before.

12.13.5. References

More information about ACPI may be found in the following locations:

+ The FreeBSD ACPI Mailing List Archives (https://lists.freebsd.org/pipermail/freebsd-acpi/ )
+ The ACPI 2.0 Specification (http://acpi.info/spec.htm )

+ acpi(4), acpi_thermal(4), acpidump(8), iasl(8), and acpidb(8)
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Chapter 13. The FreeBSD Booting
Process

13.1. Synopsis

The process of starting a computer and loading the operating system is referred to as “the bootstrap process”, or
“booting”. FreeBSD's boot process provides a great deal of flexibility in customizing what happens when the system
starts, including the ability to select from different operating systems installed on the same computer, different
versions of the same operating system, or a different installed kernel.

This chapter details the configuration options that can be set. It demonstrates how to customize the FreeBSD boot
process, including everything that happens until the FreeBSD kernel has started, probed for devices, and started
init(8). This occurs when the text color of the boot messages changes from bright white to grey.

After reading this chapter, you will recognize:

+ The components of the FreeBSD bootstrap system and how they interact.

+ The options that can be passed to the components in the FreeBSD bootstrap in order to control the boot process.
+ How to configure a customized boot splash screen.

+ The basics of setting device hints.

+ How to boot into single- and multi-user mode and how to properly shut down a FreeBSD system.

Note
S This chapter only describes the boot process for FreeBSD running on x86 and amdé64 systems.

13.2. FreeBSD Boot Process

Turning on a computer and starting the operating system poses an interesting dilemma. By definition, the com-
puter does not know how to do anything until the operating system is started. This includes running programs
from the disk. If the computer can not run a program from the disk without the operating system, and the oper-
ating system programs are on the disk, how is the operating system started?

This problem parallels one in the book The Adventures of Baron Munchausen. A character had fallen part way down
a manhole, and pulled himself out by grabbing his bootstraps and lifting. In the early days of computing, the term
bootstrap was applied to the mechanism used to load the operating system. It has since become shortened to “boot-
ing”.

On x86 hardware, the Basic Input/Output System (BIOS) is responsible for loading the operating system. The BIOS
looks on the hard disk for the Master Boot Record (MBR), which must be located in a specific place on the disk. The
BIOS has enough knowledge to load and run the MBR, and assumes that the MBR can then carry out the rest of the
tasks involved in loading the operating system, possibly with the help of the BIOS.
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The Boot Manager

Note

@ FreeBSD provides for booting from both the older MBR standard, and the newer GUID Par-
tition Table (GPT). GPT partitioning is often found on computers with the Unified Extensi-
ble Firmware Interface (UEFI). However, FreeBSD can boot from GPT partitions even on ma-
chines with only a legacy BIOS with gptboot(8). Work is under way to provide direct UEFI
booting.

The code within the MBR is typically referred to as a boot manager, especially when it interacts with the user.
The boot manager usually has more code in the first track of the disk or within the file system. Examples of boot
managers include the standard FreeBSD boot manager boot0, also called Boot Easy, and Grub, which is used by
many Linux® distributions.

If only one operating system is installed, the MBR searches for the first bootable (active) slice on the disk, and
then runs the code on that slice to load the remainder of the operating system. When multiple operating systems
are present, a different boot manager can be installed to display a list of operating systems so the user can select
one to boot.

The remainder of the FreeBSD bootstrap system is divided into three stages. The first stage knows just enough to
get the computer into a specific state and run the second stage. The second stage can do a little bit more, before
running the third stage. The third stage finishes the task of loading the operating system. The work is split into
three stages because the MBR puts limits on the size of the programs that can be run at stages one and two. Chaining
the tasks together allows FreeBSD to provide a more flexible loader.

The kernel is then started and begins to probe for devices and initialize them for use. Once the kernel boot process
is finished, the kernel passes control to the user process init(8), which makes sure the disks are in a usable state,
starts the user-level resource configuration which mounts file systems, sets up network cards to communicate on
the network, and starts the processes which have been configured to run at startup.

This section describes these stages in more detail and demonstrates how to interact with the FreeBSD boot process.

13.2.1. The Boot Manager

The boot manager code in the MBR is sometimes referred to as stage zero of the boot process. By default, FreeBSD
uses the boot0 boot manager.

The MBR installed by the FreeBSD installer is based on /boot/boot0 . The size and capability of booto is restricted
to 446 bytes due to the slice table and 0x55AA identifier at the end of the MBR. If boot0 and multiple operating
systems are installed, a message similar to this example will be displayed at boot time:

Example 13.1. boot0 Screenshot

F1 Win
F2 FreeBSD
Default: F2

Other operating systems will overwrite an existing MBR if they are installed after FreeBSD. If this happens, or to
replace the existing MBR with the FreeBSD MBR, use the following command:

246


https://www.FreeBSD.org/cgi/man.cgi?query=gptboot&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=init&sektion=8&manpath=freebsd-release-ports

Chapter 13. The FreeBSD Booting Process

# fdisk -B -b /boot/boot0® device

where device is the boot disk, such as ad0 for the first IDE disk, ad2 for the first IDE disk on a second IDE controller,
or da0 for the first SCSI disk. To create a custom configuration of the MBR, refer to boot0cfg(8).

13.2.2. Stage One and Stage Two

Conceptually, the first and second stages are part of the same program on the same area of the disk. Due to space
constraints, they have been split into two, but are always installed together. They are copied from the combined
/boot/boot by the FreeBSD installer or bsdlabel.

These two stages are located outside file systems, in the first track of the boot slice, starting with the first sector.
This is where boot0, or any other boot manager, expects to find a program to run which will continue the boot
process.

The first stage, boot1, is very simple, since it can only be 512 bytes in size. It knows just enough about the FreeBSD
bsdlabel, which stores information about the slice, to find and execute boot2.

Stage two, boot2, is slightly more sophisticated, and understands the FreeBSD file system enough to find files. It can
provide a simple interface to choose the kernel or loader to run. It runs loader, which is much more sophisticated
and provides a boot configuration file. If the boot process is interrupted at stage two, the following interactive
screen is displayed:

Example 13.2. boot2 Screenshot

>> FreeBSD/i1386 BOOT
Default: 0:ad(0,a)/boot/loader
boot:

To replace the installed bootl and boot2, use bsdlabel, where diskslice is the disk and slice to boot from, such
as ad0s1 for the first slice on the first IDE disk:

# bsdlabel -B diskslice

Warning

o If just the disk name is used, such as ad@, bsdlabel will create the disk in “dangerously ded-
icated mode”, without slices. This is probably not the desired action, so double check the
diskslice before pressing Return.

13.2.3. Stage Three

The loader is the final stage of the three-stage bootstrap process. It is located on the file system, usually as /boot/
loader.

The loader is intended as an interactive method for configuration, using a built-in command set, backed up by a
more powerful interpreter which has a more complex command set.

During initialization, loader will probe for a console and for disks, and figure out which disk it is booting from.
It will set variables accordingly, and an interpreter is started where user commands can be passed from a script
or interactively.
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The loader will then read /boot/loader. rc , which by default reads in /boot/defaults/loader.conf which sets
reasonable defaults for variables and reads /boot/loader.conf for local changes to those variables. loader. rc
then acts on these variables, loading whichever modules and kernel are selected.

Finally, by default, loader issues a 10 second wait for key presses, and boots the kernel if it is not interrupted.
If interrupted, the user is presented with a prompt which understands the command set, where the user may
adjust variables, unload all modules, load modules, and then finally boot or reboot. Table 13.1, “Loader Built-In
Commands” lists the most commonly used loader commands. For a complete discussion of all available commands,

refer to loader(8).

Table 13.1. Loader Built-In Commands

Variable

Description

autoboot seconds

Proceeds to boot the kernel if not interrupted within the
time span given, in seconds. It displays a countdown,
and the default time span is 10 seconds.

boot [-options] [kernelname]

Immediately proceeds to boot the kernel, with any spec-
ified options or kernel name. Providing a kernel name
on the command-line is only applicable after an unload
has been issued. Otherwise, the previously-loaded ker-
nel will be used. If kernelname is not qualified, it will be
searched under /boot/kernel and /boot/modules.

boot-conf Goes through the same automatic configuration of mod-
ules based on specified variables, most commonly ker-
nel. This only makes sense if unload is used first, before
changing some variables.

help [topic] Shows help messages read from /boot/1loader.help .If

the topic given is index, the list of available topics is dis-
played.

include filename ...

Reads the specified file and interprets it line by line. An
error immediately stops the include.

load [t type] filename

Loads the kernel, kernel module, or file of the type given,
with the specified filename. Any arguments after file-
name are passed to the file. If filename is not qualified, it
will be searched under /boot/kernel and /boot/modules.

Is [-1] [path]

Displays a listing of files in the given path, or the root
directory, if the path is not specified. If -1 is specified,
file sizes will also be shown.

Isdev [-v]

Lists all of the devices from which it may be possible to
load modules. If -v is specified, more details are printed.

Ismod [-v]

Displays loaded modules. If -v is specified, more details
are shown.

more filename

Displays the files specified, with a pause at each LINES
displayed.

reboot

Immediately reboots the system.

set variable, set variable=value

Sets the specified environment variables.

unload

Removes all loaded modules.

Here are some practical examples of loader usage. To boot the usual kernel in single-user mode :

boot -s
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To unload the usual kernel and modules and then load the previous or another, specified kernel:

unload
load /path/to/kernelfile

Use the qualified /boot/GENERIC/kernel to refer to the default kernel that comes with an installation, or /boot/
kernel.old/kernel, to refer to the previously installed kernel before a system upgrade or before configuring a
custom kernel.

Use the following to load the usual modules with another kernel. Note that in this case it is not necessary the
qualified name:

unload

set kernel=" mykernel "
boot-conf

To load an automated kernel configuration script:

load -t userconfig_script /boot/kernel.conf

13.2.4. Last Stage

Once the kernel is loaded by either loader or by boot2, which bypasses loader, it examines any boot flags and adjusts
its behavior as necessary. Table 13.2, “Kernel Interaction During Boot” lists the commonly used boot flags. Refer
to boot(8) for more information on the other boot flags.

Table 13.2. Kernel Interaction During Boot

Option Description

-a During kernel initialization, ask for the device to mount
as the root file system.

-C Boot the root file system from a CDROM.

-s Boot into single-user mode.

-v Be more verbose during kernel startup.

Once the kernel has finished booting, it passes control to the user process init(8), which is located at /sbin/init ,
or the program path specified in the init_path variable in loader. This is the last stage of the boot process.

The boot sequence makes sure that the file systems available on the system are consistent. If a UFS file system
is not, and fsck cannot fix the inconsistencies, init drops the system into single-user mode so that the system
administrator can resolve the problem directly. Otherwise, the system boots into multi-user mode.

13.2.4.1. Single-User Mode

A user can specify this mode by booting with -s or by setting the boot_single variable in loader. It can also be
reached by running shutdown now from multi-user mode. Single-user mode begins with this message:

Enter full pathname of shell or RETURN for /bin/sh:

If the user presses Enter, the system will enter the default Bourne shell. To specify a different shell, input the full
path to the shell.

Single-user mode is usually used to repair a system that will not boot due to an inconsistent file system or an error
in a boot configuration file. It can also be used to reset the root password when it is unknown. These actions are
possible as the single-user mode prompt gives full, local access to the system and its configuration files. There is
no networking in this mode.
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While single-user mode is useful for repairing a system, it poses a security risk unless the system is in a physically
secure location. By default, any user who can gain physical access to a system will have full control of that system
after booting into single-user mode.

If the system console is changed to insecure in /etc/ttys, the system will first prompt for the root password
before initiating single-user mode. This adds a measure of security while removing the ability to reset the root
password when it is unknown.

Example 13.3. Configuring an Insecure Console in /etc/ttys

# name getty type status comments

#

# If console is marked "insecure", then init will ask for the root password
# when going to single-user mode.

console none unknown off insecure

An insecure console means that physical security to the console is considered to be insecure, so only someone
who knows the root password may use single-user mode.

13.2.4.2. Multi-User Mode

If init finds the file systems to be in order, or once the user has finished their commands in single-user mode
and has typed exit to leave single-user mode, the system enters multi-user mode, in which it starts the resource
configuration of the system.

The resource configuration system reads in configuration defaults from /etc/defaults/rc.conf and system-spe-
cific details from /etc/rc.conf . It then proceeds to mount the system file systems listed in /etc/fstab . It starts
up networking services, miscellaneous system daemons, then the startup scripts of locally installed packages.

To learn more about the resource configuration system, refer to rc(8) and examine the scripts located in /etc/
rc.d.

13.3. Configuring Boot Time Splash Screens
Contributed by Joseph J. Barbish.

Typically when a FreeBSD system boots, it displays its progress as a series of messages at the console. A boot splash
screen creates an alternate boot screen that hides all of the boot probe and service startup messages. A few boot
loader messages, including the boot options menu and a timed wait countdown prompt, are displayed at boot time,
even when the splash screen is enabled. The display of the splash screen can be turned off by hitting any key on
the keyboard during the boot process.

There are two basic environments available in FreeBSD. The first is the default legacy virtual console command
line environment. After the system finishes booting, a console login prompt is presented. The second environment
is a configured graphical environment. Refer to Chapter 5, The X Window System for more information on how to
install and configure a graphical display manager and a graphical login manager.

Once the system has booted, the splash screen defaults to being a screen saver. After a time period of non-use, the
splash screen will display and will cycle through steps of changing intensity of the image, from bright to very dark
and over again. The configuration of the splash screen saver can be overridden by adding a saver= line to /etc/
rc.conf . Several built-in screen savers are available and described in splash(4). The saver= option only applies to
virtual consoles and has no effect on graphical display managers.
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By installing the sysutils/bsd-splash-changer package or port, a random splash image from a collection will display
at boot. The splash screen function supports 256-colors in the bitmap (. bmp), ZSoft PCX (. pcx), or TheDraw (.bin)
formats. The .bmp, .pcx, or .bin image has to be placed on the root partition, for example in /boot. The splash
image files must have a resolution of 320 by 200 pixels or less in order to work on standard VGA adapters. For
the default boot display resolution of 256-colors and 320 by 200 pixels or less, add the following lines to /boot/
loader.conf . Replace splash. bmp with the name of the bitmap file to use:

splash bmp load="YES"

bitmap_ load="YES"
bitmap_name="/boot/splash.bmp "

To use a PCX file instead of a bitmap file:
splash pcx load="YES"

bitmap_ load="YES"
bitmap name="/boot/splash.pcx "

To instead use ASCII art in the https://en.wikipedia.org/wiki/TheDraw format:
splash txt="YES"

bitmap load="YES"
bitmap name="/boot/splash.bin "

Other interesting loader. conf options include:

beastie disable="YES"
This will stop the boot options menu from being displayed, but the timed wait count down prompt will still be
present. Even with the display of the boot options menu disabled, entering an option selection at the timed
wait count down prompt will enact the corresponding boot option.

loader logo="beastie"
This will replace the default words “FreeBSD”, which are displayed to the right of the boot options menu, with
the colored beastie logo.

For more information, refer to splash(4), loader.conf(5), and vga(4).

13.4. Device Hints

Contributed by Tom Rhodes.

During initial system startup, the boot loader(8) reads device.hints(5). This file stores kernel boot information
known as variables, sometimes referred to as “device hints”. These “device hints” are used by device drivers for
device configuration.

Device hints may also be specified at the Stage 3 boot loader prompt, as demonstrated in Section 13.2.3, “Stage
Three”. Variables can be added using set, removed with unset, and viewed show. Variables set in /boot/de-
vice.hints can also be overridden. Device hints entered at the boot loader are not permanent and will not be
applied on the next reboot.

Once the system is booted, kenv(1) can be used to dump all of the variables.

The syntax for /boot/device.hints is one variable per line, using the hash “#” as comment markers. Lines are
constructed as follows:

hint.driver.unit.keyword=" value"

The syntax for the Stage 3 boot loader is:

set hint.driver.unit.keyword= value
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where driver is the device driver name, unit is the device driver unit number, and keyword is the hint keyword.
The keyword may consist of the following options:

« at: specifies the bus which the device is attached to.

+ port: specifies the start address of the 1/0 to be used.

« irq: specifies the interrupt request number to be used.

+ drq: specifies the DMA channel number.

« maddr: specifies the physical memory address occupied by the device.
« flags: sets various flag bits for the device.

+ disabled: if set to 1 the device is disabled.

Since device drivers may accept or require more hints not listed here, viewing a driver's manual page is recom-
mended. For more information, refer to device.hints(5), kenv(1), loader.conf(5), and loader(8).

13.5. Shutdown Sequence

Upon controlled shutdown using shutdown(8), init(8) will attempt to run the script /etc/rc.shutdown, and then
proceed to send all processes the TERM signal, and subsequently the KILL signal to any that do not terminate in
a timely manner.

To power down a FreeBSD machine on architectures and systems that support power management, use shutdown
-p now to turn the power off immediately. To reboot a FreeBSD system, use shutdown -r now. One must be root or
a member of operator in order to run shutdown(8). One can also use halt(8) and reboot(8). Refer to their manual
pages and to shutdown(8) for more information.

Modify group membership by referring to Section 3.3, “Users and Basic Account Management”.

Note
@ Power management requires acpi(4) to be loaded as a module or statically compiled into a

custom kernel.
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Chapter 14. Security

Rewritten by Tom Rhodes.

14.1. Synopsis

Security, whether physical or virtual, is a topic so broad that an entire industry has evolved around it. Hundreds
of standard practices have been authored about how to secure systems and networks, and as a user of FreeBSD,
understanding how to protect against attacks and intruders is a must.

In this chapter, several fundamentals and techniques will be discussed. The FreeBSD system comes with multiple
layers of security, and many more third party utilities may be added to enhance security.

After reading this chapter, you will know:

* Basic FreeBSD system security concepts.

« The various crypt mechanisms available in FreeBSD.

+ How to set up one-time password authentication.

+ How to configure TCP Wrapper for use with inetd(8).

+ How to set up Kerberos on FreeBSD.

+ How to configure IPsec and create a VPN.

+ How to configure and use OpenSSH on FreeBSD.

+ How to use file system ACLs.

+ How to use pkg to audit third party software packages installed from the Ports Collection.
+ How to utilize FreeBSD security advisories.

+ What Process Accounting is and how to enable it on FreeBSD.

+ How to control user resources using login classes or the resource limits database.
Before reading this chapter, you should:

¢ Understand basic FreeBSD and Internet concepts.

Additional security topics are covered elsewhere in this Handbook. For example, Mandatory Access Control is dis-
cussed in Chapter 16, Mandatory Access Control and Internet firewalls are discussed in Chapter 31, Firewalls.

14.2. Introduction

Security is everyone's responsibility. A weak entry point in any system could allow intruders to gain access to
critical information and cause havoc on an entire network. One of the core principles of information security is
the CIA triad, which stands for the Confidentiality, Integrity, and Availability of information systems.

The CIA triad is a bedrock concept of computer security as customers and users expect their data to be protected.
For example, a customer expects that their credit card information is securely stored (confidentiality), that their
orders are not changed behind the scenes (integrity), and that they have access to their order information at all
times (availablility).

To provide CIA, security professionals apply a defense in depth strategy. The idea of defense in depth is to add
several layers of security to prevent one single layer failing and the entire security system collapsing. For example,
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a system administrator cannot simply turn on a firewall and consider the network or system secure. One must
also audit accounts, check the integrity of binaries, and ensure malicious tools are not installed. To implement an
effective security strategy, one must understand threats and how to defend against them.

What is a threat as it pertains to computer security? Threats are not limited to remote attackers who attempt to
access a system without permission from a remote location. Threats also include employees, malicious software,
unauthorized network devices, natural disasters, security vulnerabilities, and even competing corporations.

Systems and networks can be accessed without permission, sometimes by accident, or by remote attackers, and
in some cases, via corporate espionage or former employees. As a user, it is important to prepare for and admit
when a mistake has led to a security breach and report possible issues to the security team. As an administrator,
it is important to know of the threats and be prepared to mitigate them.

When applying security to systems, it is recommended to start by securing the basic accounts and system config-
uration, and then to secure the network layer so that it adheres to the system policy and the organization's secu-
rity procedures. Many organizations already have a security policy that covers the configuration of technology
devices. The policy should include the security configuration of workstations, desktops, mobile devices, phones,
production servers, and development servers. In many cases, standard operating procedures (SOPs) already exist.
When in doubt, ask the security team.

The rest of this introduction describes how some of these basic security configurations are performed on a FreeBSD
system. The rest of this chapter describes some specific tools which can be used when implementing a security
policy on a FreeBSD system.

14.2.1. Preventing Logins

In securing a system, a good starting point is an audit of accounts. Ensure that root has a strong password and
that this password is not shared. Disable any accounts that do not need login access.

To deny login access to accounts, two methods exist. The first is to lock the account. This example locks the toor
account:

# pw lock toor

The second method is to prevent login access by changing the shell to /usr/sbin/nologin . Only the superuser
can change the shell for other users:

# chsh -s /usr/sbin/nologin toor

The /usr/sbin/nologin shell prevents the system from assigning a shell to the user when they attempt to login.

14.2.2. Permitted Account Escalation

In some cases, system administration needs to be shared with other users. FreeBSD has two methods to handle
this. The first one, which is not recommended, is a shared root password used by members of the wheel group.
With this method, a user types su and enters the password for wheel whenever superuser access is needed. The
user should then type exit to leave privileged access after finishing the commands that required administrative
access. To add a user to this group, edit /etc/group and add the user to the end of the wheel entry. The user must
be separated by a comma character with no space.

The second, and recommended, method to permit privilege escalation is to install the security/sudo package or
port. This software provides additional auditing, more fine-grained user control, and can be configured to lock
users into running only the specified privileged commands.

After installation, use visudo to edit /usr/local/etc/sudoers . This example creates a new webadmin group, adds
the trhodes account to that group, and configures that group access to restart apache24:

# pw groupadd webadmin -M trhodes -g 6000

# visudo
%webadmin ALL=(ALL) /usr/sbin/service apache24 *
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14.2.3. Password Hashes

Passwords are a necessary evil of technology. When they must be used, they should be complex and a powerful
hash mechanism should be used to encrypt the version that is stored in the password database. FreeBSD supports
the DES, MD5, SHA256, SHA512, and Blowfish hash algorithms in its crypt() library. The default of SHA512 should
not be changed to a less secure hashing algorithm, but can be changed to the more secure Blowfish algorithm.

Note
@ Blowfish is not part of AES and is not considered compliant with any Federal Information
Processing Standards (FIPS). Its use may not be permitted in some environments.

To determine which hash algorithm is used to encrypt a user's password, the superuser can view the hash for the
user in the FreeBSD password database. Each hash starts with a symbol which indicates the type of hash mechanism
used to encrypt the password. If DES is used, there is no beginning symbol. For MD5, the symbol is $. For SHA256
and SHA512, the symbol is $6$. For Blowfish, the symbol is $2a$. In this example, the password for dru is hashed
using the default SHA512 algorithm as the hash starts with $6$. Note that the encrypted hash, not the password
itself, is stored in the password database:

# grep dru /etc/master.passwd

dru:$6$pzIjSvCAn.PBYQBA
$PXpSeWPx3g5kscj3IMiM7tUEUSPmGexxta.8Lt9TGSi21NQqYGKszsBPUGMEQ:1001:1001::0:0:dru: /usr/
home/dru:/bin/csh

The hash mechanism is set in the user's login class. For this example, the user is in the default login class and the
hash algorithm is set with this line in /etc/login.conf :

:passwd _format=sha512:\

To change the algorithm to Blowfish, modify that line to look like this:

:passwd_format=blf:\

Then run cap_mkdb /etc/login.conf as described in Section 14.13.1, “Configuring Login Classes”. Note that this
change will not affect any existing password hashes. This means that all passwords should be re-hashed by asking
users to run passwd in order to change their password.

For remote logins, two-factor authentication should be used. An example of two-factor authentication is “some-
thing you have”, such as a key, and “something you know”, such as the passphrase for that key. Since OpenSSH is
part of the FreeBSD base system, all network logins should be over an encrypted connection and use key-based
authentication instead of passwords. For more information, refer to Section 14.8, “OpenSSH”. Kerberos users may
need to make additional changes to implement OpenSSH in their network. These changes are described in Sec-
tion 14.5, “Kerberos”.

14.2.4. Password Policy Enforcement

Enforcing a strong password policy for local accounts is a fundamental aspect of system security. In FreeBSD, pass-
word length, password strength, and password complexity can be implemented using built-in Pluggable Authen-
tication Modules (PAM).

This section demonstrates how to configure the minimum and maximum password length and the enforcement of
mixed characters using the pam_passwdqc. so module. This module is enforced when a user changes their password.

To configure this module, become the superuser and uncomment the line containing pam passwdqc.so in /etc/
pam.d/passwd . Then, edit that line to match the password policy:

password requisite pam_passwdqc.so
min=disabled, disabled, disabled, 12,10 similar=deny retry=3 enforce=users

255



Detecting Rootkits

This example sets several requirements for new passwords. The min setting controls the minimum password
length. It has five values because this module defines five different types of passwords based on their complexi-
ty. Complexity is defined by the type of characters that must exist in a password, such as letters, numbers, sym-
bols, and case. The types of passwords are described in pam_passwdqc(8). In this example, the first three types of
passwords are disabled, meaning that passwords that meet those complexity requirements will not be accepted,
regardless of their length. The 12 sets a minimum password policy of at least twelve characters, if the password
also contains characters with three types of complexity. The 10 sets the password policy to also allow passwords
of at least ten characters, if the password contains characters with four types of complexity.

The similar setting denies passwords that are similar to the user's previous password. The retry setting provides
a user with three opportunities to enter a new password.

Once this file is saved, a user changing their password will see a message similar to the following:

% passwd
Changing local password for trhodes
0ld Password:

You can now choose the new password.

A valid password should be a mix of upper and lower case letters,
digits and other characters. You can use a 12 character long
password with characters from at least 3 of these 4 classes, or
a 10 character long password containing characters from all the
classes. Characters that form a common pattern are discarded by
the check.

Alternatively, if no one else can see your terminal now, you can
pick this as your password: "trait-useful&knob".

Enter new password:

If a password that does not match the policy is entered, it will be rejected with a warning and the user will have
an opportunity to try again, up to the configured number of retries.

Most password policies require passwords to expire after so many days. To set a password age time in FreeBSD, set
passwordtime for the user's login class in /etc/login.conf . The default login class contains an example:

# :passwordtime=90d:\

So, to set an expiry of 90 days for this login class, remove the comment symbol (#), save the edit, and run cap_mkdb /
etc/login.conf.

To set the expiration on individual users, pass an expiration date or the number of days to expiry and a username
to pw:

# pw usermod -p 30-apr-2015 -n trhodes

As seen here, an expiration date is set in the form of day, month, and year. For more information, see pw(8).

14.2.5. Detecting Rootkits

A rootkit is any unauthorized software that attempts to gain root access to a system. Once installed, this malicious
software will normally open up another avenue of entry for an attacker. Realistically, once a system has been
compromised by a rootkit and an investigation has been performed, the system should be reinstalled from scratch.

There is tremendous risk that even the most prudent security or systems engineer will miss something an attacker
left behind.

A rootkit does do one thing useful for administrators: once detected, it is a sign that a compromise happened at
some point. But, these types of applications tend to be very well hidden. This section demonstrates a tool that can
be used to detect rootkits, security/rkhunter.

After installation of this package or port, the system may be checked using the following command. It will produce
a lot of information and will require some manual pressing of ENTER:
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# rkhunter -c

After the process completes, a status message will be printed to the screen. This message will include the amount of
files checked, suspect files, possible rootkits, and more. During the check, some generic security warnings may be
produced about hidden files, the OpenSSH protocol selection, and known vulnerable versions of installed software.
These can be handled now or after a more detailed analysis has been performed.

Every administrator should know what is running on the systems they are responsible for. Third-party tools like
rkhunter and sysutils/Isof, and native commands such as netstat and ps, can show a great deal of information
on the system. Take notes on what is normal, ask questions when something seems out of place, and be paranoid.
While preventing a compromise is ideal, detecting a compromise is a must.

14.2.6. Binary Verification

Verification of system files and binaries is important because it provides the system administration and security
teams information about system changes. A software application that monitors the system for changes is called
an Intrusion Detection System (IDS).

FreeBSD provides native support for a basic IDS system. While the nightly security emails will notify an adminis-
trator of changes, the information is stored locally and there is a chance that a malicious user could modify this
information in order to hide their changes to the system. As such, it is recommended to create a separate set of
binary signatures and store them on a read-only, root-owned directory or, preferably, on a removable USB disk
or remote rsync server.

The built-in mtree utility can be used to generate a specification of the contents of a directory. A seed, or a numeric
constant, is used to generate the specification and is required to check that the specification has not changed. This
makes it possible to determine if a file or binary has been modified. Since the seed value is unknown by an attacker,
faking or checking the checksum values of files will be difficult to impossible. The following example generates a
set of SHA256 hashes, one for each system binary in /bin, and saves those values to a hidden file in root's home
directory, /root/.bin_chksum mtree:

# mtree -s 3483151339707503 -c -K cksum,sha256digest -p /bin > /root/.bin_chksum_mtree
# mtree: /bin checksum: 3427012225

The 3483151339707503 represents the seed. This value should be remembered, but not shared.

Viewing /root/.bin_cksum mtree should yield output similar to the following:

# user: root

# machine: dreadnaught

# tree: /bin

# date: Mon Feb 3 10:19:53 2014
#

/set type=file uid=0 gid=0 mode=0555 nlink=1 flags=none
type=dir mode=0755 nlink=2 size=1024 \
time=1380277977.000000000

\133 nlink=2 size=11704 time=1380277977.000000000 \
cksum=484492447 \

sha256digest=6207490fbdb5ed1904441fbfa941279055c3e24d3a4049aeb45094596400662a
cat 51ze=12096 time=1380277975.000000000 cksum=3909216944 \

sha256digest=65ea347b9418760b247ab10244f47a7ca2a569c9836d77f074e7a306900c1e69
chflags 51ze=8168 time=1380277975.000000000 cksum=3949425175 \

sha256digest=c99eb6fclc92cac335c08be004ala5h4c24a0c0ef3712017b12c89a978b2dac3
chio 51ze=18520 time=1380277975.000000000 cksum=2208263309 \

sha256digest=ddf7c8cb92a58750a675328345560d8cc7feldfb3ccd3690c34954chbe69fc964
chmod 51ze=8640 time=1380277975.000000000 cksum=2214429708 \

sha256digest=a435972263bf814ad8df082c0752aa2a7bdd8b74ff01431ccbd52ed1e490bbe7
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The machine's hostname, the date and time the specification was created, and the name of the user who created
the specification are included in this report. There is a checksum, size, time, and SHA256 digest for each binary
in the directory.

To verify that the binary signatures have not changed, compare the current contents of the directory to the pre-
viously generated specification, and save the results to a file. This command requires the seed that was used to
generate the original specification:

# mtree -s 3483151339707503 -p /bin < /root/.bin_chksum_mtree >> /root/.bin_chksum_output
# mtree: /bin checksum: 3427012225

This should produce the same checksum for /bin that was produced when the specification was created. If no
changes have occurred to the binaries in this directory, the /root/.bin_chksum_output output file will be empty.
To simulate a change, change the date on /bin/cat using touch and run the verification command again:

# touch /bin/cat
# mtree -s 3483151339707503 -p /bin < /root/.bin_chksum_mtree >> /root/.bin_chksum_output
# more /root/.bin_chksum_output
cat changed
modification time expected Fri Sep 27 06:32:55 2013 found Mon Feb 3 10:28:43 2014

It is recommended to create specifications for the directories which contain binaries and configuration files, as
well as any directories containing sensitive data. Typically, specifications are created for /bin, /sbin, /usr/bin,
/usr/sbin, /usr/local/bin, /etc, and /usr/local/etc.

More advanced IDS systems exist, such as security/aide. In most cases, mtree provides the functionality adminis-
trators need. It is important to keep the seed value and the checksum output hidden from malicious users. More
information about mtree can be found in mtree(8).

14.2.7. System Tuning for Security

In FreeBSD, many system features can be tuned using sysctl. A few of the security features which can be tuned
to prevent Denial of Service (DoS) attacks will be covered in this section. More information about using sysctl,
including how to temporarily change values and how to make the changes permanent after testing, can be found
in Section 12.9, “Tuning with sysctl(8)”.

Note

S Any time a setting is changed with sysctl, the chance to cause undesired harm is increased,
affecting the availability of the system. All changes should be monitored and, if possible, tried
on a testing system before being used on a production system.

By default, the FreeBSD kernel boots with a security level of -1. This is called “insecure mode” because immutable
file flags may be turned off and all devices may be read from or written to. The security level will remain at -1
unless it is altered through sysctl or by a setting in the startup scripts. The security level may be increased during
system startup by setting kern_securelevel enable to YES in /etc/rc.conf , and the value of kern_securelevel
to the desired security level. See security(7) and init(8) for more information on these settings and the available
security levels.

Warning
O Increasing the securelevel can break Xorg and cause other issues. Be prepared to do some
debugging.
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The net.inet.tcp.blackhole and net.inet.udp.blackhole settings can be used to drop incoming SYN packets
on closed ports without sending a return RST response. The default behavior is to return an RST to show a port is
closed. Changing the default provides some level of protection against ports scans, which are used to determine
which applications are running on a system. Set net. inet.tcp.blackhole to 2 and net.inet.udp.blackhole to 1.
Refer to blackhole(4) for more information about these settings.

The net.inet.icmp.drop redirect and net.inet.ip.redirect settings help prevent against redirect attacks. A
redirect attack is a type of DoS which sends mass numbers of ICMP type 5 packets. Since these packets are not
required, set net.inet.icmp.drop redirect to 1 and set net.inet.ip.redirect to 0.

Source routing is a method for detecting and accessing non-routable addresses on the internal network. This
should be disabled as non-routable addresses are normally not routable on purpose. To disable this feature, set
net.inet.ip.sourceroute and net.inet.ip.accept _sourceroute to 0.

When a machine on the network needs to send messages to all hosts on a subnet, an ICMP echo request message
is sent to the broadcast address. However, there is no reason for an external host to perform such an action. To
reject all external broadcast requests, set net.inet.icmp.bmcastecho to 0.

Some additional settings are documented in security(7).

14.3. One-time Passwords

By default, FreeBSD includes support for One-time Passwords In Everything (OPIE). OPIE is designed to prevent
replay attacks, in which an attacker discovers a user's password and uses it to access a system. Since a password
is only used once in OPIE, a discovered password is of little use to an attacker. OPIE uses a secure hash and a
challenge/response system to manage passwords. The FreeBSD implementation uses the MD5 hash by default.

OPIE uses three different types of passwords. The first is the usual UNIX® or Kerberos password. The second is the
one-time password which is generated by opiekey . The third type of password is the “secret password” which is
used to generate one-time passwords. The secret password has nothing to do with, and should be different from,
the UNIX® password.

There are two other pieces of data that are important to OPIE. One is the “seed” or “key”, consisting of two letters
and five digits. The other is the “iteration count”, a number between 1 and 100. OPIE creates the one-time password
by concatenating the seed and the secret password, applying the MD5 hash as many times as specified by the
iteration count, and turning the result into six short English words which represent the one-time password. The
authentication system keeps track of the last one-time password used, and the user is authenticated if the hash
of the user-provided password is equal to the previous password. Since a one-way hash is used, it is impossible to
generate future one-time passwords if a successfully used password is captured. The iteration count is decremented
after each successful login to keep the user and the login program in sync. When the iteration count gets down
to 1, OPIE must be reinitialized.

There are a few programs involved in this process. A one-time password, or a consecutive list of one-time pass-
words, is generated by passing an iteration count, a seed, and a secret password to opiekey(1). In addition to initial-
izing OPIE, opiepasswd(1) is used to change passwords, iteration counts, or seeds. The relevant credential files in /
etc/opiekeys are examined by opieinfo(1) which prints out the invoking user's current iteration count and seed.

This section describes four different sorts of operations. The first is how to set up one-time-passwords for the first
time over a secure connection. The second is how to use opiepasswd over an insecure connection. The third is how
to log in over an insecure connection. The fourth is how to generate a number of keys which can be written down
or printed out to use at insecure locations.

14.3.1. Initializing OPIE

To initialize OPIE for the first time, run this command from a secure location:
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% opiepasswd -c

Adding unfurl:

Only use this method from the console; NEVER from remote. If you are using
telnet, xterm, or a dial-in, type ~C now or exit with no password.

Then run opiepasswd without the -c parameter.

Using MD5 to compute responses.

Enter new secret pass phrase:

Again new secret pass phrase:

ID unfurl OTP key is 499 to4268
MOS MALL GOAT ARM AVID COED

The -c sets console mode which assumes that the command is being run from a secure location, such as a computer
under the user's control or an SSH session to a computer under the user's control.

When prompted, enter the secret password which will be used to generate the one-time login keys. This password
should be difficult to guess and should be different than the password which is associated with the user's login
account. It must be between 10 and 127 characters long. Remember this password.

The ID line lists the login name (unfurl), default iteration count (499), and default seed (t04268 ). When logging in,
the system will remember these parameters and display them, meaning that they do not have to be memorized. The
last line lists the generated one-time password which corresponds to those parameters and the secret password.
At the next login, use this one-time password.

14.3.2. Insecure Connection Initialization

To initialize or change the secret password on an insecure system, a secure connection is needed to some place
where opiekey can be run. This might be a shell prompt on a trusted machine. An iteration count is needed, where
100 is probably a good value, and the seed can either be specified or the randomly-generated one used. On the
insecure connection, the machine being initialized, use opiepasswd(1):

% opiepasswd

Updating unfurl:
You need the response from an OTP generator.
0ld secret pass phrase:

otp-md5 498 to4268 ext

Response: GAME GAG WELT OUT DOWN CHAT
New secret pass phrase:

otp-md5 499 to4269

Response: LINE PAP MILK NELL BUOY TROY

ID mark OTP key is 499 gr4269
LINE PAP MILK NELL BUOY TROY

To accept the default seed, press Return. Before entering an access password, move over to the secure connection
and give it the same parameters:

% opiekey 498 t04268
Using the MD5 algorithm to compute response.
Reminder: Do not use opiekey from telnet or dial-in sessions.

Enter secret pass phrase:
GAME GAG WELT OUT DOWN CHAT

Switch back over to the insecure connection, and copy the generated one-time password over to the relevant
program.

14.3.3. Generating a Single One-time Password
After initializing OPIE and logging in, a prompt like this will be displayed:

% telnet example.com

260


https://www.FreeBSD.org/cgi/man.cgi?query=opiepasswd&sektion=1&manpath=freebsd-release-ports

Chapter 14. Security

Trying 10.0.0.1...
Connected to example.com
Escape character is '"~]'.

FreeBSD/i386 (example.com) (ttypa)

login: <username>
otp-md5 498 gr4269 ext
Password:

The OPIE prompts provides a useful feature. If Return is pressed at the password prompt, the prompt will turn echo
on and display what is typed. This can be useful when attempting to type in a password by hand from a printout.

At this point, generate the one-time password to answer this login prompt. This must be done on a trusted system
where it is safe to run opiekey(1). There are versions of this command for Windows®, Mac OS® and FreeBSD.
This command needs the iteration count and the seed as command line options. Use cut-and-paste from the login
prompt on the machine being logged in to.

On the trusted system:

% opiekey 498 t04268

Using the MD5 algorithm to compute response.

Reminder: Do not use opiekey from telnet or dial-in sessions.
Enter secret pass phrase:

GAME GAG WELT OUT DOWN CHAT

Once the one-time password is generated, continue to log in.

14.3.4. Generating Multiple One-time Passwords

Sometimes there is no access to a trusted machine or secure connection. In this case, it is possible to use opiekey(1)
to generate a number of one-time passwords beforehand. For example:

% opiekey -n 5 30 zz99999

Using the MD5 algorithm to compute response.

Reminder: Do not use opiekey from telnet or dial-in sessions.
Enter secret pass phrase: <secret password>

26: JOAN BORE FOSS DES NAY QUIT

27: LATE BIAS SLAY FOLK MUCH TRIG

28: SALT TIN ANTI LOON NEAL USE

29: RIO ODIN GO BYE FURY TIC

30: GREW JIVE SAN GIRD BOIL PHI

The -n 5 requests five keys in sequence, and 30 specifies what the last iteration number should be. Note that these
are printed out in reverse order of use. The really paranoid might want to write the results down by hand; otherwise,
print the list. Each line shows both the iteration count and the one-time password. Scratch off the passwords as
they are used.

14.3.5. Restricting Use of UNIX® Passwords

OPIE can restrict the use of UNIX® passwords based on the IP address of a login session. The relevant file is /
etc/opieaccess, which is present by default. Refer to opieaccess(5) for more information on this file and which
security considerations to be aware of when using it.

Here is a sample opieaccess:

permit 192.168.0.0 255.255.0.0

This line allows users whose IP source address (which is vulnerable to spoofing) matches the specified value and
mask, to use UNIX® passwords at any time.

If no rules in opieaccess are matched, the default is to deny non-OPIE logins.
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14.4. TCP Wrapper

Written by Tom Rhodes.

TCP Wrapper is a host-based access control system which extends the abilities of Section 30.2, “The inetd Su-
per-Server”. It can be configured to provide logging support, return messages, and connection restrictions for
the server daemons under the control of inetd. Refer to tcpd(8) for more information about TCP Wrapper and its
features.

TCP Wrapper should not be considered a replacement for a properly configured firewall. Instead, TCP Wrapper
should be used in conjunction with a firewall and other security enhancements in order to provide another layer
of protection in the implementation of a security policy.

14.4.1. Initial Configuration
To enable TCP Wrapper in FreeBSD, add the following lines to /etc/rc.conf :

inetd enable="YES"
inetd flags="-Ww"

Then, properly configure /etc/hosts.allow.

Note
@ Unlike other implementations of TCP Wrapper, the use of hosts.deny is deprecated in Free-
BSD. All configuration options should be placed in /etc/hosts.allow.

In the simplest configuration, daemon connection policies are set to either permit or block, depending on the
options in /etc/hosts.allow. The default configuration in FreeBSD is to allow all connections to the daemons
started with inetd.

Basic configuration usually takes the form of daemon : address : action, where daemon is the daemon which
inetd started, address is a valid hostname, IP address, or an IPv6 address enclosed in brackets ([ ]), and action is
either allow or deny. TCP Wrapper uses a first rule match semantic, meaning that the configuration file is scanned
from the beginning for a matching rule. When a match is found, the rule is applied and the search process stops.

For example, to allow POP3 connections via the mail/qpopper daemon, the following lines should be appended
to hosts.allow:

# This line is required for POP3 connections:
gpopper : ALL : allow

Whenever this file is edited, restart inetd:

# service inetd restart

14.4.2. Advanced Configuration

TCP Wrapper provides advanced options to allow more control over the way connections are handled. In some
cases, it may be appropriate to return a comment to certain hosts or daemon connections. In other cases, a log
entry should be recorded or an email sent to the administrator. Other situations may require the use of a service for
local connections only. This is all possible through the use of configuration options known as wildcards, expansion
characters, and external command execution.

Suppose that a situation occurs where a connection should be denied yet a reason should be sent to the host who
attempted to establish that connection. That action is possible with twist. When a connection attempt is made,
twist executes a shell command or script. An example exists in hosts.allow:
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# The rest of the daemons are protected.
ALL : ALL \
: severity auth.info \
: twist /bin/echo "You are not welcome to use %d from %h."

In this example, the message “You are not allowed to use daemon name from hostname.” will be returned for any
daemon not configured in hosts.allow. This is useful for sending a reply back to the connection initiator right
after the established connection is dropped. Any message returned must be wrapped in quote (") characters.

Warning
O It may be possible to launch a denial of service attack on the server if an attacker floods these

daemons with connection requests.

Another possibility is to use spawn. Like twist, spawn implicitly denies the connection and may be used to run
external shell commands or scripts. Unlike twist, spawn will not send a reply back to the host who established the
connection. For example, consider the following configuration:

# We do not allow connections from example.com:
ALL : .example.com \
: spawn (/bin/echo %a from %h attempted to access %d >> \
/var/log/connections.log) \
: deny

This will deny all connection attempts from *.example.com and log the hostname, IP address, and the daemon to
which access was attempted to /var/log/connections. log . This example uses the substitution characters %a and
%h. Refer to hosts_access(5) for the complete list.

To match every instance of a daemon, domain, or IP address, use ALL. Another wildcard is PARANOID which may
be used to match any host which provides an IP address that may be forged because the IP address differs from
its resolved hostname. In this example, all connection requests to Sendmail which have an IP address that varies
from its hostname will be denied:

# Block possibly spoofed requests to sendmail:
sendmail : PARANOID : deny

Caution
A Using the PARANOID wildcard will result in denied connections if the client or server has a
broken DNS setup.

To learn more about wildcards and their associated functionality, refer to hosts_access(5).

Note
S When adding new configuration lines, make sure that any unneeded entries for that daemon
are commented out in hosts.allow.

14.5. Kerberos

Contributed by Tillman Hodgson.
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Based on a contribution by Mark Murray.

Kerberos is a network authentication protocol which was originally created by the Massachusetts Institute of Tech-
nology (MIT) as a way to securely provide authentication across a potentially hostile network. The Kerberos pro-
tocol uses strong cryptography so that both a client and server can prove their identity without sending any un-
encrypted secrets over the network. Kerberos can be described as an identity-verifying proxy system and as a
trusted third-party authentication system. After a user authenticates with Kerberos, their communications can be
encrypted to assure privacy and data integrity.

The only function of Kerberos is to provide the secure authentication of users and servers on the network. It does
not provide authorization or auditing functions. It is recommended that Kerberos be used with other security
methods which provide authorization and audit services.

The current version of the protocol is version 5, described in RFC 4120. Several free implementations of this proto-
col are available, covering a wide range of operating systems. MIT continues to develop their Kerberos package. It
is commonly used in the US as a cryptography product, and has historically been subject to US export regulations.
In FreeBSD, MIT Kerberos is available as the security/krb5 package or port. The Heimdal Kerberos implementation
was explicitly developed outside of the US to avoid export regulations. The Heimdal Kerberos distribution is in-
cluded in the base FreeBSD installation, and another distribution with more configurable options is available as
security/heimdal in the Ports Collection.

In Kerberos users and services are identified as “principals” which are contained within an administrative group-
ing, called a “realm”. A typical user principal would be of the form user@REALM (realms are traditionally uppercase).

This section provides a guide on how to set up Kerberos using the Heimdal distribution included in FreeBSD.
For purposes of demonstrating a Kerberos installation, the name spaces will be as follows:
+ The DNS domain (zone) will be example.org.

+ The Kerberos realm will be EXAMPLE . ORG.

Note
@ Use real domain names when setting up Kerberos, even if it will run internally. This avoids
DNS problems and assures inter-operation with other Kerberos realms.

14.5.1. Setting up a Heimdal KDC

The Key Distribution Center (KDC) is the centralized authentication service that Kerberos provides, the “trusted
third party” of the system. It is the computer that issues Kerberos tickets, which are used for clients to authenticate
to servers. As the KDC is considered trusted by all other computers in the Kerberos realm, it has heightened security
concerns. Direct access to the KDC should be limited.

While running a KDC requires few computing resources, a dedicated machine acting only as a KDC is recommended
for security reasons.

To begin, install the security/heimdal package as follows:

# pkg install heimdal

Next, update /etc/rc.conf using sysrc as follows:

# sysrc kdc_enable=yes
# sysrc kadmind_enable=yes
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Next, edit /etc/krb5. conf as follows:

[libdefaults]
default_realm = EXAMPLE.ORG
[realms]
EXAMPLE.ORG = {
kdc = kerberos.example.org
admin server = Kkerberos.example.org

[domain realm]
.example.org = EXAMPLE.ORG

In this example, the KDC will use the fully-qualified hostname kerberos.example.org. The hostname of the KDC
must be resolvable in the DNS.

Kerberos can also use the DNS to locate KDCs, instead of a [realms] section in /etc/krb5.conf . For large organi-
zations that have their own DNS servers, the above example could be trimmed to:

[libdefaults]
default realm = EXAMPLE.ORG
[domain realm]
.example.org = EXAMPLE.ORG

With the following lines being included in the example.org zone file:

_kerberos. udp IN SRV 01 00 88 kerberos.example.org .
_kerberos. tcp IN SRV 01 00 88 kerberos.example.org .
_kpasswd. udp IN SRV 01 00 464 kerberos.example.org .
_kerberos-adm. tcp IN SRV 01 00 749 kerberos.example.org .
_kerberos IN TXT EXAMPLE . ORG

Note

E In order for clients to be able to find the Kerberos services, they must have either a fully con-
figured /etc/krb5.conf or a minimally configured /etc/krb5.conf and a properly config-
ured DNS server.

Next, create the Kerberos database which contains the keys of all principals (users and hosts) encrypted with a
master password. It is not required to remember this password as it will be stored in /var/heimdal/m-key ;it would
be reasonable to use a 45-character random password for this purpose. To create the master key, run kstash and
enter a password:

# kstash
Master key: XXXXXXXXXXXXXXXXXXXXXXX
Verifying password - Master key: XXXXXXXXXXXXXXXXXXXXXXX

Once the master key has been created, the database should be initialized. The Kerberos administrative tool kad-
min(8) can be used on the KDC in a mode that operates directly on the database, without using the kadmind(8)
network service, as kadmin -1. This resolves the chicken-and-egg problem of trying to connect to the database
before it is created. At the kadmin prompt, use init to create the realm's initial database:

# kadmin -1

kadmin> init EXAMPLE.ORG
Realm max ticket life [unlimited]:

Lastly, while still in kadmin, create the first principal using add. Stick to the default options for the principal for
now, as these can be changed later with modify. Type ? at the prompt to see the available options.

kadmin> add tillman
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Max ticket life [unlimited]:

Max renewable life [unlimited]:
Principal expiration time [never]:
Password expiration time [never]:
Attributes []:

Password: xxxxxxxx

Verifying password - Password: Xxxxxxxx

Next, start the KDC services by running:

# service kdc start
# service kadmind start

While there will not be any kerberized daemons running at this point, it is possible to confirm that the KDC is
functioning by obtaining a ticket for the principal that was just created:

% kinit tillman
tillman@EXAMPLE.ORG's Password:

Confirm that a ticket was successfully obtained using klist:

% klist
Credentials cache: FILE:/tmp/krb5cc_1001
Principal: tillman@EXAMPLE.ORG

Issued Expires Principal
Aug 27 15:37:58 2013 Aug 28 01:37:58 2013 krbtgt/EXAMPLE.ORG@GEXAMPLE.ORG

The temporary ticket can be destroyed when the test is finished:

% kdestroy

14.5.2. Configuring a Server to Use Kerberos

The first step in configuring a server to use Kerberos authentication is to ensure that it has the correct configura-
tion in /etc/krb5. conf . The version from the KDC can be used as-is, or it can be regenerated on the new system.

Next, create /etc/krb5.keytab on the server. This is the main part of “Kerberizing” a service — it corresponds to
generating a secret shared between the service and the KDC. The secret is a cryptographic key, stored in a “keytab”.
The keytab contains the server's host key, which allows it and the KDC to verify each others' identity. It must be
transmitted to the server in a secure fashion, as the security of the server can be broken if the key is made public.
Typically, the keytab is generated on an administrator's trusted machine using kadmin, then securely transferred
to the server, e.g., with scp(1); it can also be created directly on the server if that is consistent with the desired
security policy. It is very important that the keytab is transmitted to the server in a secure fashion: if the key is
known by some other party, that party can impersonate any user to the server! Using kadmin on the server directly
is convenient, because the entry for the host principal in the KDC database is also created using kadmin.

Of course, kadmin is a kerberized service; a Kerberos ticket is needed to authenticate to the network service, but
to ensure that the user running kadmin is actually present (and their session has not been hijacked), kadmin will
prompt for the password to get a fresh ticket. The principal authenticating to the kadmin service must be permit-
ted to use the kadmin interface, as specified in /var/heimdal/kadmind.acl . See the section titled “Remote admin-
istration” in info heimdal for details on designing access control lists. Instead of enabling remote kadmin access,
the administrator could securely connect to the KDC via the local console or ssh(1), and perform administration
locally using kadmin -1.

After installing /etc/krb5.conf, use add --random-key in kadmin. This adds the server's host principal to the
database, but does not extract a copy of the host principal key to a keytab. To generate the keytab, use ext to
extract the server's host principal key to its own keytab:

# kadmin
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kadmin> add --random-key host/myserver.example.org
Max ticket life [unlimited]:

Max renewable life [unlimited]:

Principal expiration time [never]:

Password expiration time [never]:

Attributes []:

kadmin> ext_keytab host/myserver.example.org
kadmin> exit

Note that ext keytab stores the extracted key in /etc/krb5.keytab by default. This is good when being run on
the server being kerberized, but the - -keytab path/to/file argument should be used when the keytab is being
extracted elsewhere:

# kadmin
kadmin> ext_keytab --keytab=/tmp/example.keytab  host/myserver.example.org
kadmin> exit

The keytab can then be securely copied to the server using scp(1) or a removable media. Be sure to specify a non-
default keytab name to avoid inserting unneeded keys into the system's keytab.

At this point, the server can read encrypted messages from the KDC using its shared key, stored in krb5. keytab.
It is now ready for the Kerberos-using services to be enabled. One of the most common such services is sshd(8),
which supports Kerberos via the GSS-API. In /etc/ssh/sshd_config , add the line:

GSSAPIAuthentication yes

After making this change, sshd(8) must be restarted for the new configuration to take effect: service sshd
restart.

14.5.3. Configuring a Client to Use Kerberos

As it was for the server, the client requires configuration in /etc/krb5.conf . Copy the file in place (securely) or
re-enter it as needed.

Test the client by using kinit, klist, and kdestroy from the client to obtain, show, and then delete a ticket for an
existing principal. Kerberos applications should also be able to connect to Kerberos enabled servers. If that does not
work but obtaining a ticket does, the problem is likely with the server and not with the client or the KDC. In the case
of kerberized ssh(1), GSS-API is disabled by default, so test using ssh -o GSSAPIAuthentication=yes hostname.

When testing a Kerberized application, try using a packet sniffer such as tcpdump to confirm that no sensitive
information is sent in the clear.

Various Kerberos client applications are available. With the advent of a bridge so that applications using SASL
for authentication can use GSS-API mechanisms as well, large classes of client applications can use Kerberos for
authentication, from Jabber clients to IMAP clients.

Users within a realm typically have their Kerberos principal mapped to a local user account. Occasionally, one
needs to grant access to a local user account to someone who does not have a matching Kerberos principal. For
example, tillman@EXAMPLE.ORG may need access to the local user account webdevelopers. Other principals may
also need access to that local account.

The .k5loginand .k5users files, placed in a user's home directory, can be used to solve this problem. For example,
if the following . k5login is placed in the home directory of webdevelopers, both principals listed will have access
to that account without requiring a shared password:

tillman@example.org
jdoe@example.org

Refer to ksu(1) for more information about .k5users .
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MIT Differences

14.5.4. MIT Differences

The major difference between the MIT and Heimdal implementations is that kadmin has a different, but equivalent,
set of commands and uses a different protocol. If the KDC is MIT, the Heimdal version of kadmin cannot be used
to administer the KDC remotely, and vice versa.

Client applications may also use slightly different command line options to accomplish the same tasks. Following
the instructions at http://web.mit.edu/Kerberos/www/ is recommended. Be careful of path issues: the MIT port
installs into /usr/local/ by default, and the FreeBSD system applications run instead of the MIT versions if PATH
lists the system directories first.

When using MIT Kerberos as a KDC on FreeBSD, the following edits should also be made to rc.conf:

kdc_program="/usr/local/sbin/kdc"

kadmind program="/usr/local/sbin/kadmind"
kdc_flags=""

kdc _enable="YES"

kadmind enable="YES"

14.5.5. Kerberos Tips, Tricks, and Troubleshooting

When configuring and troubleshooting Kerberos, keep the following points in mind:

When using either Heimdal or MIT Kerberos from ports, ensure that the PATH lists the port's versions of the
client applications before the system versions.

If all the computers in the realm do not have synchronized time settings, authentication may fail. Section 30.11,
“Clock Synchronization with NTP” describes how to synchronize clocks using NTP.

If the hostname is changed, the host/ principal must be changed and the keytab updated. This also applies to
special keytab entries like the HTTP/ principal used for Apache's www/mod_auth_kerb.

All hosts in the realm must be both forward and reverse resolvable in DNS or, at a minimum, exist in /etc/hosts .
CNAMEs will work, but the A and PTR records must be correct and in place. The error message for unresolvable
hosts is not intuitive: Kerberos5 refuses authentication because Read req failed: Key table entry not found.

Some operating systems that act as clients to the KDC do not set the permissions for ksu to be setuid root. This
means that ksu does not work. This is a permissions problem, not a KDC error.

With MIT Kerberos, to allow a principal to have a ticket life longer than the default lifetime of ten hours, use
modify principal at the kadmin(8) prompt to change the maxlife of both the principal in question and the
krbtgt principal. The principal can then use kinit -1 to request a ticket with a longer lifetime.

When running a packet sniffer on the KDC to aid in troubleshooting while running kinit from a workstation,
the Ticket Granting Ticket (TGT) is sent immediately, even before the password is typed. This is because the
Kerberos server freely transmits a TGT to any unauthorized request. However, every TGT is encrypted in a key
derived from the user's password. When a user types their password, it is not sent to the KDC, it is instead used to
decrypt the TGT that kinit already obtained. If the decryption process results in a valid ticket with a valid time
stamp, the user has valid Kerberos credentials. These credentials include a session key for establishing secure
communications with the Kerberos server in the future, as well as the actual TGT, which is encrypted with the
Kerberos server's own key. This second layer of encryption allows the Kerberos server to verify the authenticity
of each TGT.

Host principals can have a longer ticket lifetime. If the user principal has a lifetime of a week but the host being
connected to has a lifetime of nine hours, the user cache will have an expired host principal and the ticket cache
will not work as expected.

When setting up krb5.dict to prevent specific bad passwords from being used as described in kadmind(8), re-
member that it only applies to principals that have a password policy assigned to them. The format used in kr-
b5.dict is one string per line. Creating a symbolic link to /usr/share/dict/words might be useful.
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14.5.6. Mitigating Kerberos Limitations

Since Kerberos is an all or nothing approach, every service enabled on the network must either be modified to
work with Kerberos or be otherwise secured against network attacks. This is to prevent user credentials from being
stolen and re-used. An example is when Kerberos is enabled on all remote shells but the non-Kerberized POP3 mail
server sends passwords in plain text.

The KDC is a single point of failure. By design, the KDC must be as secure as its master password database. The KDC
should have absolutely no other services running on it and should be physically secure. The danger is high because
Kerberos stores all passwords encrypted with the same master key which is stored as a file on the KDC.

A compromised master key is not quite as bad as one might fear. The master key is only used to encrypt the Kerberos
database and as a seed for the random number generator. As long as access to the KDC is secure, an attacker cannot
do much with the master key.

If the KDC is unavailable, network services are unusable as authentication cannot be performed. This can be alle-
viated with a single master KDC and one or more slaves, and with careful implementation of secondary or fall-back
authentication using PAM.

Kerberos allows users, hosts and services to authenticate between themselves. It does not have a mechanism to
authenticate the KDC to the users, hosts, or services. This means that a trojaned kinit could record all user names
and passwords. File system integrity checking tools like security/tripwire can alleviate this.

14.5.7. Resources and Further Information

+ The Kerberos FAQ

+ Designing an Authentication System: a Dialog in Four Scenes
+ RFC 4120, The Kerberos Network Authentication Service (V5)
* MIT Kerberos home page

+ Heimdal Kerberos project wiki page

14.6. OpenSSL

Written by Tom Rhodes.

OpenSSL is an open source implementation of the SSL and TLS protocols. It provides an encryption transport layer
on top of the normal communications layer, allowing it to be intertwined with many network applications and
services.

The version of OpenSSL included in FreeBSD supports the Secure Sockets Layer 3.0 (SSLv3) and Transport Layer Se-
curity 1.0/1.1/1.2 (TLSv1/TLSv1.1/TLSv1.2) network security protocols and can be used as a general cryptographic
library. In FreeBSD 12.0-RELEASE and above, OpenSSL also supports Transport Layer Security 1.3 (TLSv1.3).

OpenSSL is often used to encrypt authentication of mail clients and to secure web based transactions such as credit
card payments. Some ports, such as www/apache24 and databases/postgresqli1-server, include a compile option
for building with OpenSSL. If selected, the port will add support using OpenSSL from the base system. To instead
have the port compile against OpenSSL from the security/openssl port, add the following to /etc/make. conf :

DEFAULT VERSIONS+= ssl=openssl

Another common use of OpenSSL is to provide certificates for use with software applications. Certificates can be
used to verify the credentials of a company or individual. If a certificate has not been signed by an external Certifi-
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cate Authority (CA), such as http://www.verisign.com, the application that uses the certificate will produce a warn-
ing. There is a cost associated with obtaining a signed certificate and using a signed certificate is not mandatory
as certificates can be self-signed. However, using an external authority will prevent warnings and can put users
at ease.

This section demonstrates how to create and use certificates on a FreeBSD system. Refer to Section 30.5.2, “Con-
figuring an LDAP Server” for an example of how to create a CA for signing one's own certificates.

For more information about SSL, read the free OpenSSL Cookbook.

14.6.1. Generating Certificates

To generate a certificate that will be signed by an external CA, issue the following command and input the infor-
mation requested at the prompts. This input information will be written to the certificate. At the Common Name
prompt, input the fully qualified name for the system that will use the certificate. If this name does not match the
server, the application verifying the certificate will issue a warning to the user, rendering the verification provided
by the certificate as useless.

# openssl req -new -nodes -out req.pem -keyout cert.key -sha256 -newkey rsa:2048
Generating a 2048 bit RSA private key

You are about to be asked to enter information that will be incorporated
into your certificate request.

What you are about to enter is what is called a Distinguished Name or a DN.
There are quite a few fields but you can leave some blank

For some fields there will be a default value,

If you enter '.', the field will be left blank.

Country Name (2 letter code) [AU]:US

State or Province Name (full name) [Some-State]:PA

Locality Name (eg, city) []:Pittsburgh

Organization Name (eg, company) [Internet Widgits Pty Ltd]:My Company
Organizational Unit Name (eg, section) []:Systems Administrator

Common Name (eg, YOUR name) []:localhost.example.org

Email Address []:trhodes@FreeBSD.org

Please enter the following 'extra' attributes
to be sent with your certificate request

A challenge password []:

An optional company name []:Another Name

Other options, such as the expire time and alternate encryption algorithms, are available when creating a certifi-
cate. A complete list of options is described in openssl(1).

This command will create two files in the current directory. The certificate request, req.pem, can be sent to a
CA who will validate the entered credentials, sign the request, and return the signed certificate. The second file,
cert.key, is the private key for the certificate and should be stored in a secure location. If this falls in the hands
of others, it can be used to impersonate the user or the server.

Alternately, if a signature from a CA is not required, a self-signed certificate can be created. First, generate the
RSA key:

# openssl genrsa -rand -genkey -out cert.key 2048
0 semi-random bytes loaded
Generating RSA private key, 2048 bit long modulus

+++
e is 65537 (0x10001)
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Use this key to create a self-signed certificate. Follow the usual prompts for creating a certificate:

# openssl req -new -x509 -days 365 -key cert.key -out cert.crt -sha256

You are about to be asked to enter information that will be incorporated
into your certificate request.

What you are about to enter is what is called a Distinguished Name or a DN.
There are quite a few fields but you can leave some blank

For some fields there will be a default value,

If you enter '.', the field will be left blank.

Country Name (2 letter code) [AU]:US

State or Province Name (full name) [Some-State]:PA

Locality Name (eg, city) []:Pittsburgh

Organization Name (eg, company) [Internet Widgits Pty Ltd]:My Company
Organizational Unit Name (eg, section) []:Systems Administrator

Common Name (e.g. server FQDN or YOUR name) []:localhost.example.org
Email Address []:trhodes@FreeBSD.org

This will create two new files in the current directory: a private key file cert.key, and the certificate itself,
cert.crt. These should be placed in a directory, preferably under /etc/ssl/, which is readable only by root.
Permissions of 0700 are appropriate for these files and can be set using chmod.

14.6.2. Using Certificates

One use for a certificate is to encrypt connections to the Sendmail mail server in order to prevent the use of clear
text authentication.

Note

E Some mail clients will display an error if the user has not installed a local copy of the certifi-
cate. Refer to the documentation included with the software for more information on cer-
tificate installation.

In FreeBSD 10.0-RELEASE and above, it is possible to create a self-signed certificate for Sendmail automatically. To
enable this, add the following lines to /etc/rc.conf :

sendmail enable="YES"
sendmail cert create="YES"
sendmail cert cn="localhost.example.org "

This will automatically create a self-signed certificate, /etc/mail/certs/host.cert , asigning key, /etc/mail/
certs/host.key , and a CA certificate, /etc/mail/certs/cacert.pem . The certificate will use the Common Name
specified in sendmail_cert_cn. After saving the edits, restart Sendmail:

# service sendmail restart

If all went well, there will be no error messages in /var/log/maillog . For a simple test, connect to the mail server's
listening port using telnet:

# telnet example.com 25

Trying 192.0.34.166...

Connected to example.com.

Escape character is '"]'.

220 example.com ESMTP Sendmail 8.14.7/8.14.7; Fri, 18 Apr 2014 11:50:32 -0400 (EDT)
ehlo example.com

250-example.com Hello example.com [192.0.34.166], pleased to meet you
250- ENHANCEDSTATUSCODES

250-PIPELINING

250-8BITMIME

250-SIZE

271



VPN over IPsec

250-DSN

250-ETRN

250-AUTH LOGIN PLAIN

250-STARTTLS

250-DELIVERBY

250 HELP

quit

221 2.0.0 example.com closing connection
Connection closed by foreign host.

If the STARTTLS line appears in the output, everything is working correctly.

14.7. VPN over IPsec

Written by Nik Clayton.
Written by Hiten M. Pandya.

Internet Protocol Security (IPsec) is a set of protocols which sit on top of the Internet Protocol (IP) layer. 1t allows
two or more hosts to communicate in a secure manner by authenticating and encrypting each IP packet of a com-
munication session. The FreeBSD IPsec network stack is based on the http://www.kame.net/ implementation and
supports both IPv4 and IPv6 sessions.

IPsec is comprised of the following sub-protocols:

* Encapsulated Security Payload (ESP): this protocol protects the IP packet data from third party interference by
encrypting the contents using symmetric cryptography algorithms such as Blowfish and 3DES.

* Authentication Header (AH): this protocol protects the IP packet header from third party interference and spoofing
by computing a cryptographic checksum and hashing the IP packet header fields with a secure hashing function.
This is then followed by an additional header that contains the hash, to allow the information in the packet to
be authenticated.

» IPPayload Compression Protocol (IPComp): this protocol tries to increase communication performance by compress-
ing the IP payload in order to reduce the amount of data sent.

These protocols can either be used together or separately, depending on the environment.

IPsec supports two modes of operation. The first mode, Transport Mode, protects communications between two
hosts. The second mode, Tunnel Mode, is used to build virtual tunnels, commonly known as Virtual Private Networks
(VPNs). Consult ipsec(4) for detailed information on the IPsec subsystem in FreeBSD.

IPsec support is enabled by default on FreeBSD 11 and later. For previous versions of FreeBSD, add these options
to a custom kernel configuration file and rebuild the kernel using the instructions in Chapter 8, Configuring the
FreeBSD Kernel:

options  IPSEC #IP security
device crypto

If IPsec debugging support is desired, the following kernel option should also be added:

options IPSEC DEBUG #debug for IP security

This rest of this chapter demonstrates the process of setting up an IPsec VPN between a home network and a
corporate network. In the example scenario:

« Both sites are connected to the Internet through a gateway that is running FreeBSD.

+ The gateway on each network has at least one external IP address. In this example, the corporate LAN's external
IP address is 172.16.5.4 and the home LAN's external IP address is 192.168.1.12 .
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+ The internal addresses of the two networks can be either public or private IP addresses. However, the address
space must not collide. For example, both networks cannot use 192.168.1.x . In this example, the corporate
LAN's internal IP address is 10.246.38.1 and the home LAN's internal IP address is 10.0.0.5.

14.7.1. Configuring a VPN on FreeBSD

Written by Tom Rhodes.

To begin, security/ipsec-tools must be installed from the Ports Collection. This software provides a number of
applications which support the configuration.

The next requirement is to create two gif(4) pseudo-devices which will be used to tunnel packets and allow both
networks to communicate properly. As root, run the following commands, replacing internal and external with
the real IP addresses of the internal and external interfaces of the two gateways:

# ifconfig gif@ create
# ifconfig gif®@ internall internal2
# ifconfig gif@ tunnel externall external2

Verify the setup on each gateway, using ifconfig. Here is the output from Gateway 1:

gif0: flags=8051 mtu 1280

tunnel inet 172.16.5.4 --> 192.168.1.12

inet6 fe80::2e0:81ff:fe02:5881%gif0 prefixlen 64 scopeid 0x6
inet 10.246.38.1 --> 10.0.0.5 netmask Oxffffffoo

Here is the output from Gateway 2:

gif0: flags=8051 mtu 1280

tunnel inet 192.168.1.12 --> 172.16.5.4

inet 10.0.0.5 --> 10.246.38.1 netmask OxffffffoO

inet6 fe80::250:bfff:fe3a:clf%gif® prefixlen 64 scopeid 0x4

Once complete, both internal IP addresses should be reachable using ping(8):

priv-net# ping 10.0.0.5

PING 10.0.0.5 (10.0.0.5): 56 data bytes

64 bytes from 10.0.0.5: icmp seq=0 ttl=64 time=42.786 ms

64 bytes from 10.0.0.5: icmp seq=1 ttl=64 time=19.255 ms

64 bytes from 10.0.0.5: icmp seq=2 ttl=64 time=20.440 ms

64 bytes from 10.0.0.5: icmp seqg=3 ttl=64 time=21.036 ms

--- 10.0.0.5 ping statistics ---

4 packets transmitted, 4 packets received, 0% packet loss
round-trip min/avg/max/stddev = 19.255/25.879/42.786/9.782 ms

corp-net# ping 10.246.38.1

PING 10.246.38.1 (10.246.38.1): 56 data bytes

64 bytes from 10.246.38.1: icmp seq=0 ttl=64 time=28.106 ms

64 bytes from 10.246.38.1: icmp _seq=1 ttl=64 time=42.917 ms

64 bytes from 10.246.38.1: icmp seq=2 ttl=64 time=127.525 ms

64 bytes from 10.246.38.1: icmp seq=3 ttl=64 time=119.896 ms

64 bytes from 10.246.38.1: icmp seq=4 ttl=64 time=154.524 ms
--- 10.246.38.1 ping statistics ---

5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max/stddev = 28.106/94.594/154.524/49.814 ms

As expected, both sides have the ability to send and receive ICMP packets from the privately configured addresses.
Next, both gateways must be told how to route packets in order to correctly send traffic from either network. The
following commands will achieve this goal:

corp-net# route add 10.0.0.0 10.0.0.5 255.255.255.0
corp-net# route add net 10.0.0.0: gateway 10.0.0.5

priv-net# route add 10.246.38.0 10.246.38.1 255.255.255.0
priv-net# route add host 10.246.38.0: gateway 10.246.38.1
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At this point, internal machines should be reachable from each gateway as well as from machines behind the
gateways. Again, use ping(8) to confirm:

Setting up the tunnels is the easy part. Configuring a secure link is a more in depth process. The following config-
uration uses pre-shared (PSK) RSA keys. Other than the IP addresses, the /usr/local/etc/racoon/racoon.conf
on both gateways will be identical and look similar to:
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proposal check obey;
# nat traversal off;
generate policy off;

proposal {
encryption algorithm blowfish;
hash_algorithm md5;
authentication method pre shared key;
lifetime time 30 sec;
dh_group 1;

}

}

sainfo (address 10.246.38.0/24 any address 10.0.0.0/24 any) # address $network/$netmask
$type address $network/$netmask $type ( $type being any or esp)
{ # $network must be the two internal networks you are joining.

pfs_group 1;

lifetime time 36000 sec;

encryption algorithm blowfish,3des;

authentication algorithm hmac_md5, hmac_shal;

compression algorithm deflate;

¥
For descriptions of each available option, refer to the manual page for racoon.conf .

The Security Policy Database (SPD) needs to be configured so that FreeBSD and racoon are able to encrypt and
decrypt network traffic between the hosts.

This can be achieved with a shell script, similar to the following, on the corporate gateway. This file will be used
during system initialization and should be saved as /usr/local/etc/racoon/setkey.conf

flush;

spdflush;

# To the home network

spdadd 10.246.38.0/24 10.0.0.0/24 any -P out ipsec esp/tunnel/172.16.5.4-192.168.1.12/
use;

spdadd 10.0.0.0/24 10.246.38.0/24 any -P in ipsec esp/tunnel/192.168.1.12-172.16.5.4/use;

Once in place, racoon may be started on both gateways using the following command:

# /usr/local/sbin/racoon -F -f /usr/local/etc/racoon/racoon.conf -1 /var/log/racoon.log

The output should be similar to the following:

corp-net# /usr/local/sbin/racoon -F -f /usr/local/etc/racoon/racoon.conf

Foreground mode.

2006-01-30 01:35:47: INFO: begin Identity Protection mode.

2006-01-30 01:35:48: INFO: received Vendor ID: KAME/racoon

2006-01-30 01:35:55: INFO: received Vendor ID: KAME/racoon

2006-01-30 01:36:04: INFO: ISAKMP-SA established 172.16.5.4[500]1-192.168.1.12[500]
spi:623b9b3bd2492452:7deab82d54ff704a

2006-01-30 01:36:05: INFO: initiate new phase 2 negotiation: 172.16.5.4[0]192.168.1.12[0]

2006-01-30 01:36:09: INFO: IPsec-SA established: ESP/Tunnel 192.168.1.12[0]-

>172.16.5.4[0] spi=28496098(0x1b2d0e2)

2006-01-30 01:36:09: INFO: IPsec-SA established: ESP/Tunnel 172.16.5.4[0]-

>192.168.1.12[0] spi=47784998(0x2d92426)

2006-01-30 01:36:13: INFO: respond new phase 2 negotiation: 172.16.5.4[0]192.168.1.12[0]

2006-01-30 01:36:18: INFO: IPsec-SA established: ESP/Tunnel 192.168.1.12[0]-

>172.16.5.4[0] spi=124397467 (0x76a279b)

2006-01-30 01:36:18: INFO: IPsec-SA established: ESP/Tunnel 172.16.5.4[0]-

>192.168.1.12[0] spi=175852902(0xa7b4d66)

To ensure the tunnel is working properly, switch to another console and use tcpdump(1) to view network traffic
using the following command. Replace em@ with the network interface card as required:

# tcpdump -i em0 host 172.16.5.4 and dst 192.168.1.12
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Data similar to the following should appear on the console. If not, there is an issue and debugging the returned
data will be required.

01:47:32.021683 IP corporatenetwork.com > 192.168.1.12.privatenetwork.com:
ESP(spi=0x02acbf9f, seq=0xa)

01:47:33.022442 IP corporatenetwork.com > 192.168.1.12.privatenetwork.com:
ESP(spi=0x02achf9f, seq=0xb)

01:47:34.024218 IP corporatenetwork.com > 192.168.1.12.privatenetwork.com:
ESP (spi=0x02acbf9f, seq=0xc)

At this point, both networks should be available and seem to be part of the same network. Most likely both networks
are protected by a firewall. To allow traffic to flow between them, rules need to be added to pass packets. For the
ipfw(8) firewall, add the following lines to the firewall configuration file:

ipfw add 00201 allow log esp from any to any
ipfw add 00202 allow log ah from any to any
ipfw add 00203 allow log ipencap from any to any
ipfw add 00204 allow log udp from any 500 to any

Note
E The rule numbers may need to be altered depending on the current host configuration.

For users of pf(4) or ipf(8), the following rules should do the trick:

pass in quick proto esp from any to any

pass in quick proto ah from any to any

pass in quick proto ipencap from any to any

pass in quick proto udp from any port = 500 to any port = 500
pass in quick on gif@ from any to any

pass out quick proto esp from any to any

pass out quick proto ah from any to any

pass out quick proto ipencap from any to any

pass out quick proto udp from any port = 500 to any port = 500
pass out quick on gif@ from any to any

Finally, to allow the machine to start support for the VPN during system initialization, add the following lines to
/etc/rc.conf :

ipsec_enable="YES"

ipsec program="/usr/local/sbin/setkey"

ipsec_file="/usr/local/etc/racoon/setkey.conf" # allows setting up spd policies on boot
racoon_enable="yes"

14.8. OpenSSH

Contributed by Chern Lee.

OpenSSH is a set of network connectivity tools used to provide secure access to remote machines. Additionally,
TCP/IP connections can be tunneled or forwarded securely through SSH connections. OpenSSH encrypts all traffic
to effectively eliminate eavesdropping, connection hijacking, and other network-level attacks.

OpenSSH is maintained by the OpenBSD project and is installed by default in FreeBSD. It is compatible with both
SSH version 1 and 2 protocols.

When data is sent over the network in an unencrypted form, network sniffers anywhere in between the client
and server can steal user/password information or data transferred during the session. OpenSSH offers a variety
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of authentication and encryption methods to prevent this from happening. More information about OpenSSH is
available from http://www.openssh.com/.

This section provides an overview of the built-in client utilities to securely access other systems and securely
transfer files from a FreeBSD system. It then describes how to configure a SSH server on a FreeBSD system. More
information is available in the man pages mentioned in this chapter.

14.8.1. Using the SSH Client Utilities

To log into a SSH server, use ssh and specify a username that exists on that server and the IP address or hostname
of the server. If this is the first time a connection has been made to the specified server, the user will be prompted
to first verify the server's fingerprint:

# ssh user@example.com

The authenticity of host 'example.com (10.0.0.1)' can't be established.
ECDSA key fingerprint is 25:cc:73:b5:b3:96:75:3d:56:19:49:d2:5c:1f:91:3b.
Are you sure you want to continue connecting (yes/no)? yes

Permanently added 'example.com' (ECDSA) to the list of known hosts.
Password for user@example.com: user_password

SSH utilizes a key fingerprint system to verify the authenticity of the server when the client connects. When the
user accepts the key's fingerprint by typing yes when connecting for the first time, a copy of the key is saved to
.ssh/known_hosts in the user's home directory. Future attempts to login are verified against the saved key and
ssh will display an alert if the server's key does not match the saved key. If this occurs, the user should first verify
why the key has changed before continuing with the connection.

By default, recent versions of OpenSSH only accept SSHv2 connections. By default, the client will use version 2 if
possible and will fall back to version 1 if the server does not support version 2. To force ssh to only use the specified
protocol, include -1 or -2. Additional options are described in ssh(1).

Use scp(1) to securely copy a file to or from a remote machine. This example copies COPYRIGHT on the remote
system to a file of the same name in the current directory of the local system:

# scp user@example.com:/COPYRIGHT COPYRIGHT

Password for user@example.com: **¥¥k*x
COPYRIGHT 100% |*****************************| 4735

00:00
#

Since the fingerprint was already verified for this host, the server's key is automatically checked before prompting
for the user's password.

The arguments passed to scp are similar to cp. The file or files to copy is the first argument and the destination to
copy to is the second. Since the file is fetched over the network, one or more of the file arguments takes the form
user@host:<path to remote file>.Be aware when copying directories recursively that scp uses -r, whereas cp
uses -R.

To open an interactive session for copying files, use sftp. Refer to sftp(1) for a list of available commands while
in an sftp session.

14.8.1.1. Key-based Authentication

Instead of using passwords, a client can be configured to connect to the remote machine using keys. To generate
RSA authentication keys, use ssh-keygen. To generate a public and private key pair, specify the type of key and
follow the prompts. It is recommended to protect the keys with a memorable, but hard to guess passphrase.

% ssh-keygen -t rsa

Generating public/private rsa key pair.

Enter file in which to save the key (/home/user/.ssh/id rsa):
Enter passphrase (empty for no passphrase): @

Enter same passphrase again: (2]
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Your identification has been saved in /home/user/.ssh/id rsa.

Your public key has been saved in /home/user/.ssh/id rsa.pub.

The key fingerprint is:
SHA256:54Xm9Uvtv6H4NO0o6yjP/YCTODryvUU7yWHzMgeXwhq8 user@host.example.com
The key's randomart image is:

+---[RSA 2048]----+

I I
| I
| . O.. |
| .S*+*o |
| . 0=00 . . |
| = 0o= 00.. |
| .0B.* +.00. |
| =0E**.0..=|
+----[SHA256]----- +

©  Type a passphrase here. It can contain spaces and symbols.
®©  Retype the passphrase to verify it.

The private key is stored in ~/.ssh/id rsa and the public key is stored in ~/.ssh/id_rsa.pub . The public key
must be copied to ~/.ssh/authorized keys on the remote machine for key-based authentication to work.

Warning

O Many users believe that keys are secure by design and will use a key without a passphrase.
This is dangerous behavior. An administrator can verify that a key pair is protected by a
passphrase by viewing the private key manually. If the private key file contains the word
ENCRYPTED, the key owner is using a passphrase. In addition, to better secure end users, from
may be placed in the public key file. For example, adding from="192.168.10.5" in front of
the ssh-rsa prefix will only allow that specific user to log in from that IP address.

The options and files vary with different versions of OpenSSH. To avoid problems, consult ssh-keygen(1).

If a passphrase is used, the user is prompted for the passphrase each time a connection is made to the server. To
load SSH keys into memory and remove the need to type the passphrase each time, use ssh-agent(1) and ssh-add(1).

Authentication is handled by ssh-agent , using the private keys that are loaded into it. ssh-agent can be used to
launch another application like a shell or a window manager.

To use ssh-agent in ashell, start it with a shell as an argument. Add the identity by running ssh-add and entering
the passphrase for the private key. The user will then be able to ssh to any host that has the corresponding public
key installed. For example:

% ssh-agent csh
% ssh-add

Enter passphrase for key '/usr/home/user/.ssh/id rsa': @
Identity added: /usr/home/user/.ssh/id rsa (/usr/home/user/.ssh/id rsa)
%

©  Enter the passphrase for the key.

To use ssh-agent in Xorg, add an entry for it in ~/.xinitrc. This provides the ssh-agent services to all programs
launched in Xorg. An example ~/ . xinitrc might look like this:

exec ssh-agent startxfce4

This launches ssh-agent , which in turn launches XFCE, every time Xorg starts. Once Xorg has been restarted so
that the changes can take effect, run ssh-add to load all of the SSH keys.
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14.8.1.2. SSH Tunneling

OpenSSH has the ability to create a tunnel to encapsulate another protocol in an encrypted session.

The following command tells ssh to create a tunnel for telnet:

% ssh -2 -N -f -L 5023:1localhost:23 user@foo.example.com

o°

This example uses the following options:

-2
Forces ssh to use version 2 to connect to the server.

-N
Indicates no command, or tunnel only. If omitted, ssh initiates a normal session.

-f
Forces ssh to run in the background.

-L
Indicates a local tunnel in localport: remotehost: remoteport format.

user@foo.example.com
The login name to use on the specified remote SSH server.

An SSH tunnel works by creating a listen socket on localhost on the specified localport. It then forwards any
connections received on localport via the SSH connection to the specified remotehost: remoteport. In the exam-
ple, port 5023 on the client is forwarded to port 23 on the remote machine. Since port 23 is used by telnet, this
creates an encrypted telnet session through an SSH tunnel.

This method can be used to wrap any number of insecure TCP protocols such as SMTP, POP3, and FTP, as seen in
the following examples.

Example 14.1. Create a Secure Tunnel for SMTP

% ssh -2 -N -f -L 5025:1localhost:25 user@mailserver.example.com
user@mailserver.example.com's password: ¥xkx

% telnet localhost 5025

Trying 127.0.0.1...

Connected to localhost.

Escape character is '"~]'.

220 mailserver.example.com ESMTP

This can be used in conjunction with ssh-keygen and additional user accounts to create a more seamless
SSH tunneling environment. Keys can be used in place of typing a password, and the tunnels can be run
as a separate user.

Example 14.2. Secure Access of a POP3 Server

In this example, there is an SSH server that accepts connections from the outside. On the same network
resides a mail server running a POP3 server. To check email in a secure manner, create an SSH connection
to the SSH server and tunnel through to the mail server:

% ssh -2 -N -f -L 2110:mail.example.com:110 user@ssh-server.example.com
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user@ssh-server.example.com's password: k¥kkk

Once the tunnel is up and running, point the email client to send POP3 requests to localhost on port 2110.
This connection will be forwarded securely across the tunnel to mail.example.com.

Example 14.3. Bypassing a Firewall

Some firewalls filter both incoming and outgoing connections. For example, a firewall might limit access
from remote machines to ports 22 and 80 to only allow SSH and web surfing. This prevents access to any
other service which uses a port other than 22 or 80.

The solution is to create an SSH connection to a machine outside of the network's firewall and use it to
tunnel to the desired service:

% ssh -2 -N -f -L 8888:music.example.com:8000 user@unfirewalled-system.example.org
user@unfirewalled-system.example.org's password: ¥xkkkx

In this example, a streaming Ogg Vorbis client can now be pointed to localhost port 8888, which will be
forwarded over to music.example.com on port 8000, successfully bypassing the firewall.

14.8.2. Enabling the SSH Server

In addition to providing built-in SSH client utilities, a FreeBSD system can be configured as an SSH server, accepting
connections from other SSH clients.

To see if sshd is operating, use the service(8) command:
# service sshd status
If the service is not running, add the following line to /etc/rc.conf .
sshd _enable="YES"
This will start sshd, the daemon program for OpenSSH, the next time the system boots. To start it now:

# service sshd start

The first time sshd starts on a FreeBSD system, the system's host keys will be automatically created and the fin-
gerprint will be displayed on the console. Provide users with the fingerprint so that they can verify it the first time
they connect to the server.

Refer to sshd(8) for the list of available options when starting sshd and a more complete discussion about authen-
tication, the login process, and the various configuration files.

At this point, the sshd should be available to all users with a username and password on the system.

14.8.3. SSH Server Security

While sshd is the most widely used remote administration facility for FreeBSD, brute force and drive by attacks
are common to any system exposed to public networks. Several additional parameters are available to prevent the
success of these attacks and will be described in this section.

It is a good idea to limit which users can log into the SSH server and from where using the AllowUsers keyword
in the OpenSSH server configuration file. For example, to only allow root to log in from 192.168.1.32 , add this
line to /etc/ssh/sshd config :

280


https://www.FreeBSD.org/cgi/man.cgi?query=service&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=sshd&sektion=8&manpath=freebsd-release-ports

Chapter 14. Security

AllowUsers root@192.168.1.32

To allow admin to log in from anywhere, list that user without specifying an IP address:

AllowUsers admin

Multiple users should be listed on the same line, like so:

AllowUsers root@192.168.1.32 admin

After making changes to /etc/ssh/sshd _config , tell sshd to reload its configuration file by running:

# service sshd reload

Note

S When this keyword is used, it is important to list each user that needs to log into this machine.
Any user that is not specified in that line will be locked out. Also, the keywords used in the
OpenSSH server configuration file are case-sensitive. If the keyword is not spelled correctly,
including its case, it will be ignored. Always test changes to this file to make sure that the
edits are working as expected. Refer to sshd_config(5) to verify the spelling and use of the
available keywords.

In addition, users may be forced to use two factor authentication via the use of a public and private key. When
required, the user may generate a key pair through the use of ssh-keygen(1) and send the administrator the public
key. This key file will be placed in the authorized keys as described above in the client section. To force the users
to use keys only, the following option may be configured:

AuthenticationMethods publickey

Tip

; Do not confuse /etc/ssh/sshd config with /etc/ssh/ssh config (note the extra d in the
first filename). The first file configures the server and the second file configures the client.
Refer to ssh_config(5) for a listing of the available client settings.

14.9. Access Control Lists
Contributed by Tom Rhodes.

Access Control Lists (ACLs) extend the standard UNIX® permission model in a POSIX®.1e compatible way. This
permits an administrator to take advantage of a more fine-grained permissions model.

The FreeBSD GENERIC kernel provides ACL support for UFS file systems. Users who prefer to compile a custom
kernel must include the following option in their custom kernel configuration file:

options UFS_ACL

If this option is not compiled in, a warning message will be displayed when attempting to mount a file system with
ACL support. ACLs rely on extended attributes which are natively supported in UFS2.

This chapter describes how to enable ACL support and provides some usage examples.
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14.9.1. Enabling ACL Support

ACLs are enabled by the mount-time administrative flag, acls, which may be added to /etc/fstab . The mount-
time flag can also be automatically set in a persistent manner using tunefs(8) to modify a superblock ACLs flag in
the file system header. In general, it is preferred to use the superblock flag for several reasons:

« The superblock flag cannot be changed by a remount using mount -u as it requires a complete umount and fresh
mount . This means that ACLs cannot be enabled on the root file system after boot. It also means that ACL support
on a file system cannot be changed while the system is in use.

+ Setting the superblock flag causes the file system to always be mounted with ACLs enabled, even if there is not an
fstab entry or if the devices re-order. This prevents accidental mounting of the file system without ACL support.

Note

@ It is desirable to discourage accidental mounting without ACLs enabled because nasty things
can happen if ACLs are enabled, then disabled, then re-enabled without flushing the extended
attributes. In general, once ACLs are enabled on a file system, they should not be disabled, as
the resulting file protections may not be compatible with those intended by the users of the
system, and re-enabling ACLs may re-attach the previous ACLs to files that have since had
their permissions changed, resulting in unpredictable behavior.

File systems with ACLs enabled will show a plus (+) sign in their permission settings:

drwx------ 2 robert robert 512 Dec 27 11:54 private

drwxrwx---+ 2 robert robert 512 Dec 23 10:57 directoryl
drwxrwx---+ 2 robert robert 512 Dec 22 10:20 directory2
drwxrwx---+ 2 robert robert 512 Dec 27 11:57 directory3
drwxr-xr-x 2 robert robert 512 Nov 10 11:54 public_html

In this example, directoryl, directory2, and directory3 are all taking advantage of ACLs, whereas private and
public_html are not.

14.9.2. Using ACLs

File system ACLs can be viewed using getfacl. For instance, to view the ACL settings on test:

% getfacl test
#file:test
#owner:1001
#group:1001

user::rw-
group::r--
other::r--

To change the ACL settings on this file, use setfacl. To remove all of the currently defined ACLs from a file or file
system, include -k. However, the preferred method is to use -b as it leaves the basic fields required for ACLs to work.

% setfacl -k test

To modify the default ACL entries, use -m:

% setfacl -m u:trhodes:rwx,group:web:r--,0::--- test

In this example, there were no pre-defined entries, as they were removed by the previous command. This command
restores the default options and assigns the options listed. If a user or group is added which does not exist on the
system, an Invalid argument error will be displayed.

Refer to getfacl(1) and setfacl(1) for more information about the options available for these commands.
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14.10. Monitoring Third Party Security Issues

Contributed by Tom Rhodes.

In recent years, the security world has made many improvements to how vulnerability assessment is handled. The
threat of system intrusion increases as third party utilities are installed and configured for virtually any operating
system available today.

Vulnerability assessment is a key factor in security. While FreeBSD releases advisories for the base system, doing
so for every third party utility is beyond the FreeBSD Project's capability. There is a way to mitigate third party
vulnerabilities and warn administrators of known security issues. A FreeBSD add on utility known as pkg includes
options explicitly for this purpose.

pkg polls a database for security issues. The database is updated and maintained by the FreeBSD Security Team
and ports developers.

Please refer to instructions for installing pkg.

Installation provides periodic(8) configuration files for maintaining the pkg audit database, and provides a pro-
grammatic method of keeping it updated. This functionality is enabled if daily status security pkgaudit en-
able is set to YES in periodic.conf(5). Ensure that daily security run emails, which are sent to root's email account,
are being read.

After installation, and to audit third party utilities as part of the Ports Collection at any time, an administrator may
choose to update the database and view known vulnerabilities of installed packages by invoking:

# pkg audit -F
pkg displays messages any published vulnerabilities in installed packages:

Affected package: cups-base-1.1.22.0 1

Type of problem: cups-base -- HPGL buffer overflow vulnerability.
Reference: <https://www.FreeBSD.org/ports/portaudit/40a3bca2-6809-11d9-
a9%e7-0001020eed82. html>

1 problem(s) in your installed packages found.

You are advised to update or deinstall the affected package(s) immediately.

By pointing a web browser to the displayed URL, an administrator may obtain more information about the vul-
nerability. This will include the versions affected, by FreeBSD port version, along with other web sites which may
contain security advisories.

pkg is a powerful utility and is extremely useful when coupled with ports-mgmt/portmaster.

14.11. FreeBSD Security Advisories

Contributed by Tom Rhodes.

Like many producers of quality operating systems, the FreeBSD Project has a security team which is responsible
for determining the End-of-Life (EoL) date for each FreeBSD release and to provide security updates for supported
releases which have not yet reached their EoL. More information about the FreeBSD security team and the sup-
ported releases is available on the FreeBSD security page.

One task of the security team is to respond to reported security vulnerabilities in the FreeBSD operating system.
Once a vulnerability is confirmed, the security team verifies the steps necessary to fix the vulnerability and updates
the source code with the fix. It then publishes the details as a “Security Advisory”. Security advisories are published
on the FreeBSD website and mailed to the freebsd-security-notifications, freebsd-security, and freebsd-announce
mailing lists.
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Format of a Security Advisory

This section describes the format of a FreeBSD security advisory.

14.11.1. Format of a Security Advisory

Here is an example of a FreeBSD security advisory:
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Format of a Security Advisory

iQIcBAEBCgAGBQJS1ZTYAA0JEQ1n7NZdz2rn0vQP/2/68/s9Cu35PmgNtSZVVxVG
ZSQP5EGWx/1ramNf9566iKx0rLRMq/h3XWcC4goVd+gZFrvITISVOWSa7ntDQ7TO
XcinfRZ/iyiJbs/Rg2wLHc/t50VSyeouyccqODYFbOwO1k353j0TMUGLY cX+Zasg
ax8RV+7Zt1QSBkM10z/myBLXUj 1TZ3Xg2FXVsfFQW5/g2CjuHpRSFx1bVNX6ysoG
9DT58EQcYXIS8WfkHRbbXKh9I1nSfZ7/Hky/kTafRARMrjAgbqFgHkYTYsBZeav5
fYWKGQRIuUlYfeZQ90yMTv1pF42DjCC3ulYamInwDIu80hS1IWRBI8fQfr9DRzmRua
0K3BK9hU1ScDZ03B60qeVzUTfe7MAA4/UwrDtTYQ+PgAenv1PK8DZqwXyxA9ThHb
zK030wuKOVHInKvpOcr+eNwo7jbnHlis@oBksj/mrq2P9m2ueF9gzCiq5Ri5Syag
Wssb1HUoMGwqUOroS8+pRpNC8YgsWpsttvUWSZ8u6Vj/FLeHpiV3mYXPVMaKRhVm
067BA2uj4Th1IKtGleox+EmOR70FbCc/9aWC67wiqI6KRyit9pYiF3npph+7D5Eq
7zPsUdDd+qc+UTiLp31iCRp5w6484wWdhZ06wRtmUgxGjNkxFoNnX8CitzF8Aaq0
UwWemgWuz31AZuORQ9KX

=0QzQ

Every security advisory uses the following format:

Each security advisory is signed by the PGP key of the Security Officer. The public key for the Security Officer
can be verified at Appendix D, OpenPGP Keys.

The name of the security advisory always begins with FreeBSD-SA- (for FreeBSD Security Advisory), followed
by the year in two digit format (14:), followed by the advisory number for that year (04. ), followed by the name
of the affected application or subsystem (bind). The advisory shown here is the fourth advisory for 2014 and
it affects BIND.

The Topic field summarizes the vulnerability.

The Category refers to the affected part of the system which may be one of core, contrib, or ports. The core
category means that the vulnerability affects a core component of the FreeBSD operating system. The contrib
category means that the vulnerability affects software included with FreeBSD, such as BIND. The ports category
indicates that the vulnerability affects software available through the Ports Collection.

The Module field refers to the component location. In this example, the bind module is affected; therefore, this
vulnerability affects an application installed with the operating system.

The Announced field reflects the date the security advisory was published. This means that the security team has
verified that the problem exists and that a patch has been committed to the FreeBSD source code repository.

The Credits field gives credit to the individual or organization who noticed the vulnerability and reported it.
The Affects field explains which releases of FreeBSD are affected by this vulnerability.

The Corrected field indicates the date, time, time offset, and releases that were corrected. The section in paren-
theses shows each branch for which the fix has been merged, and the version number of the corresponding
release from that branch. The release identifier itself includes the version number and, if appropriate, the patch
level. The patch level is the letter p followed by a number, indicating the sequence number of the patch, allowing
users to track which patches have already been applied to the system.

The CVE Name field lists the advisory number, if one exists, in the public cve.mitre.org security vulnerabilities
database.

The Background field provides a description of the affected module.

The Problem Description field explains the vulnerability. This can include information about the flawed code
and how the utility could be maliciously used.

The Impact field describes what type of impact the problem could have on a system.

The Workaround field indicates if a workaround is available to system administrators who cannot immediately
patch the system .
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+ The Solution field provides the instructions for patching the affected system. This is a step by step tested and
verified method for getting a system patched and working securely.

+ The Correction Details field displays each affected Subversion branch with the revision number that contains
the corrected code.

+ The References field offers sources of additional information regarding the vulnerability.

14.12. Process Accounting
Contributed by Tom Rhodes.

Process accounting is a security method in which an administrator may keep track of system resources used and
their allocation among users, provide for system monitoring, and minimally track a user's commands.

Process accounting has both positive and negative points. One of the positives is that an intrusion may be narrowed
down to the point of entry. A negative is the amount of logs generated by process accounting, and the disk space
they may require. This section walks an administrator through the basics of process accounting.

Note
@ If more fine-grained accounting is needed, refer to Chapter 17, Security Event Auditing.

14.12.1. Enabling and Utilizing Process Accounting

Before using process accounting, it must be enabled using the following commands:

# sysrc accounting_enable=yes
# service accounting start

The accounting information is stored in files located in /var/account , which is automatically created, if necessary,
the first time the accounting service starts. These files contain sensitive information, including all the commands
issued by all users. Write access to the files is limited to root, and read access is limited to root and members of
the wheel group. To also prevent members of wheel from reading the files, change the mode of the /var/account

directory to allow access only by root.

Once enabled, accounting will begin to track information such as CPU statistics and executed commands. All ac-
counting logs are in a non-human readable format which can be viewed using sa. If issued without any options, sa
prints information relating to the number of per-user calls, the total elapsed time in minutes, total CPU and user
time in minutes, and the average number of I/0 operations. Refer to sa(8) for the list of available options which
control the output.

To display the commands issued by users, use lastcomm. For example, this command prints out all usage of 1s by
trhodes on the ttypl terminal:

# lastcomm ls trhodes ttypl

Many other useful options exist and are explained in lastcomm(1), acct(5), and sa(8).

14.13. Resource Limits

Contributed by Tom Rhodes.
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FreeBSD provides several methods for an administrator to limit the amount of system resources an individual may
use. Disk quotas limit the amount of disk space available to users. Quotas are discussed in Section 18.11, “Disk
Quotas”.

Limits to other resources, such as CPU and memory, can be set using either a flat file or a command to configure
a resource limits database. The traditional method defines login classes by editing /etc/login.conf . While this
method is still supported, any changes require a multi-step process of editing this file, rebuilding the resource
database, making necessary changes to /etc/master.passwd, and rebuilding the password database. This can be-
come time consuming, depending upon the number of users to configure.

rctl can be used to provide a more fine-grained method for controlling resource limits. This command supports
more than user limits as it can also be used to set resource constraints on processes and jails.

This section demonstrates both methods for controlling resources, beginning with the traditional method.

14.13.1. Configuring Login Classes

In the traditional method, login classes and the resource limits to apply to a login class are defined in /etc/lo-
gin.conf. Each user account can be assigned to a login class, where default is the default login class. Each login
class has a set of login capabilities associated with it. A login capability is a name=value pair, where name is a well-
known identifier and value is an arbitrary string which is processed accordingly depending on the name.

Note
@ Whenever /etc/login. conf is edited, the /etc/login. conf.db must be updated by execut-
ing the following command:

# cap_mkdb /etc/login.conf

Resource limits differ from the default login capabilities in two ways. First, for every limit, there is a soft and hard
limit. A soft limit may be adjusted by the user or application, but may not be set higher than the hard limit. The
hard limit may be lowered by the user, but can only be raised by the superuser. Second, most resource limits apply
per process to a specific user.

Table 14.1, “Login Class Resource Limits” lists the most commonly used resource limits. All of the available resource
limits and capabilities are described in detail in login.conf(5).

Table 14.1. Login Class Resource Limits

Resource Limit Description

coredumpsize The limit on the size of a core file generated by a pro-
gram is subordinate to other limits on disk usage, such
as filesize or disk quotas. This limit is often used as a
less severe method of controlling disk space consump-
tion. Since users do not generate core files and often do
not delete them, this setting may save them from run-
ning out of disk space should a large program crash.

cputime The maximum amount of CPU time a user's process may
consume. Offending processes will be killed by the ker-
nel. This is a limit on CPU time consumed, not the per-
centage of the CPU as displayed in some of the fields gen-
erated by top and ps.

filesize The maximum size of a file the user may own. Unlike
disk quotas (Section 18.11, “Disk Quotas™), this limit is
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Resource Limit Description

enforced on individual files, not the set of all files a user
owns.

maxproc The maximum number of foreground and background
processes a user can run. This limit may not be larger
than the system limit specified by kern.maxproc. Setting
this limit too small may hinder a user's productivity as
some tasks, such as compiling a large program, start lots
of processes.

memorylocked The maximum amount of memory a process may re-
quest to be locked into main memory using mlock(2).
Some system-critical programs, such as amd(8), lock in-
to main memory so that if the system begins to swap,
they do not contribute to disk thrashing.

memoryuse The maximum amount of memory a process may con-
sume at any given time. It includes both core memory
and swap usage. This is not a catch-all limit for restrict-
ing memory consumption, but is a good start.

openfiles The maximum number of files a process may have open.
In FreeBSD, files are used to represent sockets and IPC
channels, so be careful not to set this too low. The sys-
tem-wide limit for this is defined by kern.maxfiles.

sbsize The limit on the amount of network memory a user may
consume. This can be generally used to limit network
communications.

stacksize The maximum size of a process stack. This alone is not

sufficient to limit the amount of memory a program may
use, so it should be used in conjunction with other limits.

There are a few other things to remember when setting resource limits:
» Processes started at system startup by /etc/rc are assigned to the daemon login class.

+ Although the default /etc/login.conf is a good source of reasonable values for most limits, they may not be
appropriate for every system. Setting a limit too high may open the system up to abuse, while setting it too low
may put a strain on productivity.

+ Xorg takes a lot of resources and encourages users to run more programs simultaneously.

« Many limits apply to individual processes, not the user as a whole. For example, setting openfiles to 50 means
that each process the user runs may open up to 50 files. The total amount of files a user may open is the value
of openfiles multiplied by the value of maxproc. This also applies to memory consumption.

For further information on resource limits and login classes and capabilities in general, refer to cap_mkdb(1), getr-
limit(2), and login.conf{(5).

14.13.2. Enabling and Configuring Resource Limits

The kern. racct.enable tunable must be set to a non-zero value. Custom kernels require specific configuration:

options RACCT
options RCTL

Once the system has rebooted into the new kernel, rctl may be used to set rules for the system.

Rule syntax is controlled through the use of a subject, subject-id, resource, and action, as seen in this example rule:
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user:trhodes:maxproc:deny=10/user

In this rule, the subject is user, the subject-id is trhodes, the resource, maxproc, is the maximum number of
processes, and the action is deny, which blocks any new processes from being created. This means that the user,
trhodes , will be constrained to no greater than 10 processes. Other possible actions include logging to the console,
passing a notification to devd(8), or sending a sigterm to the process.

Some care must be taken when adding rules. Since this user is constrained to 10 processes, this example will pre-
vent the user from performing other tasks after logging in and executing a screen session. Once a resource limit
has been hit, an error will be printed, as in this example:

% man test
/usr/bin/man: Cannot fork: Resource temporarily unavailable
eval: Cannot fork: Resource temporarily unavailable

As another example, a jail can be prevented from exceeding a memory limit. This rule could be written as:
# rctl -a jail:httpd:memoryuse:deny=2G/jail

Rules will persist across reboots if they have been added to /etc/rctl.conf . The format is a rule, without the
preceding command. For example, the previous rule could be added as:

# Block jail from using more than 2G memory:
jail:httpd:memoryuse:deny=2G/jail

To remove a rule, use rctl to remove it from the list:

# rctl -r user:trhodes:maxproc:deny=10/user

A method for removing all rules is documented in rctl(8). However, if removing all rules for a single user is required,
this command may be issued:

# rctl -r user:trhodes

Many other resources exist which can be used to exert additional control over various subjects. See rctl(8) to
learn about them.

14.14. Shared Administration with Sudo

Contributed by Tom Rhodes.

System administrators often need the ability to grant enhanced permissions to users so they may perform privi-
leged tasks. The idea that team members are provided access to a FreeBSD system to perform their specific tasks
opens up unique challenges to every administrator. These team members only need a subset of access beyond nor-
mal end user levels; however, they almost always tell management they are unable to perform their tasks without
superuser access. Thankfully, there is no reason to provide such access to end users because tools exist to manage
this exact requirement.

Up to this point, the security chapter has covered permitting access to authorized users and attempting to prevent
unauthorized access. Another problem arises once authorized users have access to the system resources. In many
cases, some users may need access to application startup scripts, or a team of administrators need to maintain
the system. Traditionally, the standard users and groups, file permissions, and even the su(1) command would
manage this access. And as applications required more access, as more users needed to use system resources, a
better solution was required. The most used application is currently Sudo.

Sudo allows administrators to configure more rigid access to system commands and provide for some advanced
logging features. As a tool, it is available from the Ports Collection as security/sudo or by use of the pkg(8) utility.
To use the pkg(8) tool:

# pkg install sudo
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After the installation is complete, the installed visudo will open the configuration file with a text editor. Using
visudo is highly recommended as it comes with a built in syntax checker to verify there are no errors before the
file is saved.

The configuration file is made up of several small sections which allow for extensive configuration. In the following
example, web application maintainer, user1, needs to start, stop, and restart the web application known as webser -
vice. To grant this user permission to perform these tasks, add this line to the end of /usr/local/etc/sudoers :

userl ALL=(ALL) /usr/sbin/service webservice *

The user may now start webservice using this command:

% sudo /usr/sbin/service webservice start

While this configuration allows a single user access to the webservice service; however, in most organizations,
there is an entire web team in charge of managing the service. A single line can also give access to an entire group.
These steps will create a web group, add a user to this group, and allow all members of the group to manage the
service:

# pw groupadd -g 6001 -n webteam

Using the same pw(8) command, the user is added to the webteam group:

# pw groupmod -m userl -n webteam

Finally, this line in /usr/local/etc/sudoers allows any member of the webteam group to manage webservice:

%swebteam  ALL=(ALL) /usr/sbin/service webservice *

Unlike su(1), Sudo only requires the end user password. This adds an advantage where users will not need shared
passwords, a finding in most security audits and just bad all the way around.

Users permitted to run applications with Sudo only enter their own passwords. This is more secure and gives better
control than su(1), where the root password is entered and the user acquires all root permissions.

Tip

; Most organizations are moving or have moved toward a two factor authentication model. In
these cases, the user may not have a password to enter. Sudo provides for these cases with
the NOPASSWD variable. Adding it to the configuration above will allow all members of the
webteam group to manage the service without the password requirement:

%swebteam  ALL=(ALL) NOPASSWD: /usr/sbin/service webservice *

14.14.1. Logging Output

An advantage to implementing Sudo is the ability to enable session logging. Using the built in log mechanisms
and the included sudoreplay command, all commands initiated through Sudo are logged for later verification. To
enable this feature, add a default log directory entry, this example uses a user variable. Several other log filename
conventions exist, consult the manual page for sudoreplay for additional information.

Defaults iolog dir=/var/log/sudo-io/%{user}

Tip
This directory will be created automatically after the logging is configured. It is best to let
the system create directory with default permissions just to be safe. In addition, this entry
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will also log administrators who use the sudoreplay command. To change this behavior, read
and uncomment the logging options inside sudoers.

Once this directive has been added to the sudoers file, any user configuration can be updated with the request to
log access. In the example shown, the updated webteam entry would have the following additional changes:

%swebteam ALL=(ALL) NOPASSWD: LOG INPUT: LOG OUTPUT: /usr/sbin/service webservice *

From this point on, all webteam members altering the status of the webservice application will be logged. The list
of previous and current sessions can be displayed with:

# sudoreplay -1

In the output, to replay a specific session, search for the TSID= entry, and pass that to sudoreplay with no other
options to replay the session at normal speed. For example:

# sudoreplay userl/00/00/02

Warning

o While sessions are logged, any administrator is able to remove sessions and leave only a ques-
tion of why they had done so. It is worthwhile to add a daily check through an intrusion de-
tection system (IDS) or similar software so that other administrators are alerted to manual
alterations.

The sudoreplay is extremely extendable. Consult the documentation for more information.
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Chapter 15. jJails

Contributed by Matteo Riondato.

15.1. Synopsis

Since system administration is a difficult task, many tools have been developed to make life easier for the admin-
istrator. These tools often enhance the way systems are installed, configured, and maintained. One of the tools
which can be used to enhance the security of a FreeBSD system is jails. Jails have been available since FreeBSD 4.X
and continue to be enhanced in their usefulness, performance, reliability, and security.

Jails build upon the chroot(2) concept, which is used to change the root directory of a set of processes. This creates
a safe environment, separate from the rest of the system. Processes created in the chrooted environment can not
access files or resources outside of it. For that reason, compromising a service running in a chrooted environment
should not allow the attacker to compromise the entire system. However, a chroot has several limitations. It is
suited to easy tasks which do not require much flexibility or complex, advanced features. Over time, many ways
have been found to escape from a chrooted environment, making it a less than ideal solution for securing services.

Jails improve on the concept of the traditional chroot environment in several ways. In a traditional chroot envi-
ronment, processes are only limited in the part of the file system they can access. The rest of the system resources,
system users, running processes, and the networking subsystem are shared by the chrooted processes and the
processes of the host system. Jails expand this model by virtualizing access to the file system, the set of users, and
the networking subsystem. More fine-grained controls are available for tuning the access of a jailed environment.
Jails can be considered as a type of operating system-level virtualization.

Ajail is characterized by four elements:

« Adirectory subtree: the starting point from which ajail is entered. Once inside the jail, a process is not permitted
to escape outside of this subtree.

* A hostname: which will be used by the jail.

* AnlIP address: which is assigned to the jail. The IP address of a jail is often an alias address for an existing network
interface.

* A command: the path name of an executable to run inside the jail. The path is relative to the root directory of
the jail environment.

Jails have their own set of users and their own root account which are limited to the jail environment. The root
account of a jail is not allowed to perform operations to the system outside of the associated jail environment.

This chapter provides an overview of the terminology and commands for managing FreeBSD jails. Jails are a pow-
erful tool for both system administrators, and advanced users.

After reading this chapter, you will know:
+ What a jail is and what purpose it may serve in FreeBSD installations.
+ How to build, start, and stop a jail.

+ The basics of jail administration, both from inside and outside the jail.

Important
A Jails are a powerful tool, but they are not a security panacea. While it is not possible for a jailed
process to break out on its own, there are several ways in which an unprivileged user outside
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the jail can cooperate with a privileged user inside the jail to obtain elevated privileges in
the host environment.

Most of these attacks can be mitigated by ensuring that the jail root is not accessible to un-
privileged users in the host environment. As a general rule, untrusted users with privileged
access to a jail should not be given access to the host environment.

15.2. Terms Related to Jails

To facilitate better understanding of parts of the FreeBSD system related to jails, their internals and the way they
interact with the rest of FreeBSD, the following terms are used further in this chapter:

chroot(8) (command)
Utility, which uses chroot(2) FreeBSD system call to change the root directory of a process and all its descen-
dants.

chroot(2) (environment)
The environment of processes running in a “chroot”. This includes resources such as the part of the file system
which is visible, user and group IDs which are available, network interfaces and other IPC mechanisms, etc.

jail(8) (command)
The system administration utility which allows launching of processes within a jail environment.

host (system, process, user, etc.)
The controlling system of a jail environment. The host system has access to all the hardware resources avail-
able, and can control processes both outside of and inside a jail environment. One of the important differences
of the host system from a jail is that the limitations which apply to superuser processes inside a jail are not
enforced for processes of the host system.

hosted (system, process, user, etc.)
A process, user or other entity, whose access to resources is restricted by a FreeBSD jail.

15.3. Creating and Controlling Jails

Some administrators divide jails into the following two types: “complete” jails, which resemble a real FreeBSD
system, and “service” jails, dedicated to one application or service, possibly running with privileges. This is only
a conceptual division and the process of building a jail is not affected by it. When creating a “complete” jail there
are two options for the source of the userland: use prebuilt binaries (such as those supplied on an install media)
or build from source.

15.3.1. Installing a Jail
15.3.1.1. To install a Jail from the Internet

The bsdinstall(8) tool can be used to fetch and install the binaries needed for a jail. This will walk through the
picking of a mirror, which distributions will be installed into the destination directory, and some basic configura-
tion of the jail:

# bsdinstall jail /here/is/the/jail

Once the command is complete, the next step is configuring the host to run the jail.

15.3.1.2. To install a Jail from an ISO

To install the userland from installation media, first create the root directory for the jail. This can be done by

setting the DESTDIR variable to the proper location.
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Start a shell and define DESTDIR:

#

sh

# export DESTDIR= /here/is/the/jail

Mount the install media as covered in mdconfig(8) when using the install ISO:

# mount -t cd9660 /dev/ mdconfig -f cdimage.iso™ /mnt

#

cd /mnt/usr/freebsd-dist/

Extract the binaries from the tarballs on the install media into the declared destination. Minimally, only the base
set needs to be extracted, but a complete install can be performed when preferred.

To install just the base system:

#

tar -xf base.txz -C $DESTDIR

To install everything except the kernel:

#

for set in base ports; do tar -xf $set.txz -C $DESTDIR ; done

15.3.1.3. To build and install a Jail from source

The jail(8) manual page explains the procedure for building a jail:

H oH R H K W R

=

 © o ©

setenv D /here/is/the/jail

mkdir -p $D (1]

cd /usr/src

make buildworld ©

make installworld DESTDIR=$D e
make distribution DESTDIR=$D @
mount -t devfs devfs $D/dev (5]

Selecting a location for a jail is the best starting point. This is where the jail will physically reside within the
file system of the jail's host. A good choice can be /usr/jail/ jailname, where jailname is the hostname
identifying the jail. Usually, /usr/ has enough space for the jail file system, which for “complete” jails is,
essentially, a replication of every file present in a default installation of the FreeBSD base system.

If you have already rebuilt your userland using make world or make buildworld, you can skip this step and
install your existing userland into the new jail.

This command will populate the directory subtree chosen as jail's physical location on the file system with
the necessary binaries, libraries, manual pages and so on.

The distribution target for make installs every needed configuration file. In simple words, it installs every
installable file of /usr/src/etc/ to the /etc directory of the jail environment: $D/etc/ .

Mounting the devfs(8) file system inside a jail is not required. On the other hand, any, or almost any appli-
cation requires access to at least one device, depending on the purpose of the given application. It is very
important to control access to devices from inside a jail, as improper settings could permit an attacker to do
nasty things in the jail. Control over devfs(8) is managed through rulesets which are described in the devfs(8)
and devfs.conf(5) manual pages.

15.3.2. Configuring the Host

Once ajail is installed, it can be started by using the jail(8) utility. The jail(8) utility takes four mandatory arguments
which are described in the Section 15.1, “Synopsis”. Other arguments may be specified too, e.g., to run the jailed
process with the credentials of a specific user. The command argument depends on the type of the jail; for a virtual
system, /etc/rc is a good choice, since it will replicate the startup sequence of a real FreeBSD system. For a service
jail, it depends on the service or application that will run within the jail.

Jails are often started at boot time and the FreeBSD rc mechanism provides an easy way to do this.

Configure jail parameters in jail.conf :
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www  {

host.hostname = www.example.org ; # Hostname
ip4.addr = 192.168.0.10 ; # IP address of the jail
path = "/usr/jail/www "; # Path to the jail
devfs ruleset = "www _ruleset "; # devfs ruleset
mount.devfs; # Mount devfs inside the jail
exec.start = "/bin/sh /etc/rc"; # Start command
#

exec.stop = "/bin/sh /etc/rc.shutdown"; Stop command

}

Configure jails to start at boot time in rc.conf:

jail enable="YES" # Set to NO to disable starting of any jails

The default startup of jails configured in jail.conf(5), will run the /etc/rc script of the jail, which assumes the
jail is a complete virtual system. For service jails, the default startup command of the jail should be changed,
by setting the exec. start option appropriately.

Note
@ For a full list of available options, please see the jail.conf(5) manual page.

service(8) can be used to start or stop a jail by hand, if an entry for it exists in jail.conf:

# service jail start www
# service jail stop www

Jails can be shut down with jexec(8). Use jls(8) to identify the jail's JID, then use jexec(8) to run the shutdown
script in that jail.
# jls
JID IP Address Hostname Path
3 192.168.0.10 www /usr/jail/www
# jexec 3 /etc/rc.shutdown

More information about this can be found in the jail(8) manual page.

15.4. Fine Tuning and Administration

There are several options which can be set for any jail, and various ways of combining a host FreeBSD system with
jails, to produce higher level applications. This section presents:

« Some of the options available for tuning the behavior and security restrictions implemented by ajail installation.

+ Some of the high-level applications for jail management, which are available through the FreeBSD Ports Collec-
tion, and can be used to implement overall jail-based solutions.

15.4.1. System Tools for Jail Tuning in FreeBSD

Fine tuning of a jail's configuration is mostly done by setting sysctl(8) variables. A special subtree of sysctl exists
as a basis for organizing all the relevant options: the security. jail.* hierarchy of FreeBSD kernel options. Here
is a list of the main jail-related sysctls, complete with their default value. Names should be self-explanatory, but
for more information about them, please refer to the jail(8) and sysctl(8) manual pages.

¢ security.jail.set hostname allowed: 1
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+ security.jail.socket unixiproute only: 1
* security.jail.sysvipc allowed: 0

¢ security.jail.enforce statfs: 2

¢ security.jail.allow raw sockets: 0

¢ security.jail.chflags allowed: 0

e security.jail.jailed: 0

These variables can be used by the system administrator of the host system to add or remove some of the limitations
imposed by default on the root user. Note that there are some limitations which cannot be removed. The root
user is not allowed to mount or unmount file systems from within a jail(8). The root inside a jail may not load or
unload devfs(8) rulesets, set firewall rules, or do many other administrative tasks which require modifications of
in-kernel data, such as setting the securelevel of the kernel.

The base system of FreeBSD contains a basic set of tools for viewing information about the active jails, and attaching
to a jail to run administrative commands. The jls(8) and jexec(8) commands are part of the base FreeBSD system,
and can be used to perform the following simple tasks:

+ Print a list of active jails and their corresponding jail identifier (JID), IP address, hostname and path.

« Attach to a running jail, from its host system, and run a command inside the jail or perform administrative tasks
inside the jail itself. This is especially useful when the root user wants to cleanly shut down a jail. The jexec(8)
utility can also be used to start a shell in a jail to do administration in it; for example:

# jexec 1 tcsh

15.4.2. High-Level Administrative Tools in the FreeBSD Ports Collection

Among the many third-party utilities for jail administration, one of the most complete and useful is sysutils/ezjail.
It is a set of scripts that contribute to jail(8) management. Please refer to the handbook section on ezjail for more
information.

15.4.3. Keeping Jails Patched and up to Date

Jails should be kept up to date from the host operating system as attempting to patch userland from within the jail
may likely fail as the default behavior in FreeBSD is to disallow the use of chflags(1) in a jail which prevents the
replacement of some files. It is possible to change this behavior but it is recommended to use freebsd-update(8) to
maintain jails instead. Use -b to specify the path of the jail to be updated.

To update the jail to the latest patch release of the version of FreeBSD it is already running, then execute the
following commands on the host:

# freebsd-update -b /here/is/the/jail fetch
# freebsd-update -b /here/is/the/jail install

To upgrade the jail to a new major or minor version, first upgrade the host system as described in Section 24.2.3,
“Performing Major and Minor Version Upgrades”. Once the host has been upgraded and rebooted, the jail can then
be upgraded. For example to upgrade from 12.0-RELEASE to 12.1-RELEASE, on the host run:

# freebsd-update -b /here/is/the/jail --currently-running 12.0-RELEASE -r 12.1-RELEASE
upgrade

# freebsd-update -b /here/is/the/jail install

# service jail restart myjail

# freebsd-update -b /here/is/the/jail install

Then, if it was a major version upgrade, reinstall all installed packages and restart the jail again. This is required
because the ABI version changes when upgrading between major versions of FreeBSD. From the host:

297


https://www.FreeBSD.org/cgi/man.cgi?query=jail&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=devfs&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=jls&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=jexec&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=jexec&sektion=8&manpath=freebsd-release-ports
https://www.freebsd.org/cgi/url.cgi?ports/sysutils/ezjail/pkg-descr
https://www.FreeBSD.org/cgi/man.cgi?query=jail&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/doc/en_US.ISO8859-1/books/handbook/jails-ezjail.html
https://www.FreeBSD.org/cgi/man.cgi?query=chflags&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=freebsd-update&sektion=8&manpath=freebsd-release-ports

Updating Multiple Jails

# pkg -j myjail upgrade -f
# service jail restart myjail

15.5. Updating Multiple Jails

Contributed by Daniel Gerzo.
Based upon an idea presented by Simon L. B. Nielsen.
And an article written by Ken Tom.

The management of multiple jails can become problematic because every jail has to be rebuilt from scratch when-
ever it is upgraded. This can be time consuming and tedious if a lot of jails are created and manually updated.

This section demonstrates one method to resolve this issue by safely sharing as much as is possible between jails
using read-only mount_nullfs(8) mounts, so that updating is simpler. This makes it more attractive to put single
services, such as HTTP, DNS, and SMTP, into individual jails. Additionally, it provides a simple way to add, remove,
and upgrade jails.

Note

@ Simpler solutions exist, such as ezjail, which provides an easier method of administering
FreeBSD jails but is less versatile than this setup. ezjail is covered in more detail in Sec-
tion 15.6, “Managing Jails with ezjail”.

The goals of the setup described in this section are:

+ Create a simple and easy to understand jail structure that does not require running a full installworld on each
and every jail.

+ Make it easy to add new jails or remove existing ones.

¢+ Make it easy to update or upgrade existing jails.

+ Make it possible to run a customized FreeBSD branch.

« Be paranoid about security, reducing as much as possible the possibility of compromise.
+ Save space and inodes, as much as possible.

This design relies on a single, read-only master template which is mounted into each jail and one read-write device
per jail. A device can be a separate physical disc, a partition, or a vnode backed memory device. This example uses
read-write nullfs mounts.

The file system layout is as follows:

¢ The jails are based under the /home partition.

+ Each jail will be mounted under the /home/j directory.

+ The template for each jail and the read-only partition for all of the jails is /home/j/mroot .
+ A blank directory will be created for each jail under the /home/j directory.

* Each jail will have a /s directory that will be linked to the read-write portion of the system.

« Each jail will have its own read-write system that is based upon /home/j/skel .
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+ The read-write portion of each jail will be created in /home/js .

15.5.1. Creating the Template

This section describes the steps needed to create the master template.

It is recommended to first update the host FreeBSD system to the latest -RELEASE branch using the instructions
in Section 24.5, “Updating FreeBSD from Source”. Additionally, this template uses the sysutils/cpdup package or
port and portsnap will be used to download the FreeBSD Ports Collection.

1.

First, create a directory structure for the read-only file system which will contain the FreeBSD binaries for
the jails. Then, change directory to the FreeBSD source tree and install the read-only file system to the jail
template:

# mkdir /home/j /home/j/mroot
# cd /usr/src
# make installworld DESTDIR=/home/j/mroot

Next, prepare a FreeBSD Ports Collection for the jails as well as a FreeBSD source tree, which is required for
mergemaster:

# cd /home/j/mroot

# mkdir usr/ports

# portsnap -p /home/j/mroot/usr/ports fetch extract
# cpdup /usr/src /home/j/mroot/usr/src

Create a skeleton for the read-write portion of the system:

# mkdir /home/j/skel /home/j/skel/home /home/j/skel/usr-X11R6 /home/j/skel/distfiles
# mv etc /home/j/skel

# mv usr/local /home/j/skel/usr-local

# mv tmp /home/j/skel

# mv var /home/j/skel

# mv root /home/j/skel

Use mergemaster to install missing configuration files. Then, remove the extra directories that mergemaster
creates:

# mergemaster -t /home/j/skel/var/tmp/temproot -D /home/j/skel -i
# cd /home/j/skel
# rm -R bin boot lib libexec mnt proc rescue sbhin sys usr dev

Now, symlink the read-write file system to the read-only file system. Ensure that the symlinks are created in
the correct s/ locations as the creation of directories in the wrong locations will cause the installation to fail.

cd /home/j/mroot

mkdir s

1n -s s/etc etc

1n -s s/home home

1n -s s/root root

1n -s ../s/usr-local usr/local

1n -s ../s/usr-X11R6 usr/X11R6

1n -s ../../s/distfiles usr/ports/distfiles
1n -s s/tmp tmp

1n -s s/var var

HH o W OH R HOH R HH

As a last step, create a generic /home/j/skel/etc/make.conf containing this line:

WRKDIRPREFIX?= /s/portbuild

This makes it possible to compile FreeBSD ports inside each jail. Remember that the ports directory is part of
the read-only system. The custom path for WRKDIRPREFIX allows builds to be done in the read-write portion
of every jail.
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15.5.2. Creating Jails

The jail template can now be used to setup and configure the jails in /etc/rc. conf . This example demonstrates
the creation of 3 jails: NS, MAIL and WwW.

1. Add the following lines to /etc/fstab , so that the read-only template for the jails and the read-write space
will be available in the respective jails:

To prevent fsck from checking nullfs mounts during boot and dump from backing up the read-only nullfs
mounts of the jails, the last two columns are both set to 0.

2. Configure the jails in /etc/rc.conf :

The jail_name_rootdir variable is set to /usr/home instead of /home because the physical path of /home on
a default FreeBSD installation is /usr/home . The jail name rootdir variable must not be set to a path which
includes a symbolic link, otherwise the jails will refuse to start.

3. Create the required mount points for the read-only file system of each jail:

4. Install the read-write template into each jail using sysutils/cpdup:

5. Inthis phase, the jails are built and prepared to run. First, mount the required file systems for each jail, and
then start them:

The jails should be running now. To check if they have started correctly, use j1ls. Its output should be similar to
the following:
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At this point, it should be possible to log onto each jail, add new users, or configure daemons. The JID column
indicates the jail identification number of each running jail. Use the following command to perform administrative
tasks in the jail whose JID is 3:

15.5.3. Upgrading

The design of this setup provides an easy way to upgrade existing jails while minimizing their downtime. Also, it
provides a way to roll back to the older version should a problem occur.

1.

I

@

=

o

o

The first step is to upgrade the host system. Then, create a new temporary read-only template in /home/j/
mroot2.

The installworld creates a few unnecessary directories, which should be removed:

Recreate the read-write symlinks for the master file system:

Next, stop the jails:

Unmount the original file systems as the read-write systems are attached to the read-only system (/s):

Move the old read-only file system and replace it with the new one. This will serve as a backup and archive
of the old read-only file system should something go wrong. The naming convention used here corresponds
to when a new read-only file system has been created. Move the original FreeBSD Ports Collection over to the
new file system to save some space and inodes:

At this point the new read-only template is ready, so the only remaining task is to remount the file systems
and start the jails:
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# mount -a
# service jail start

Use jls to check if the jails started correctly. Run mergemaster in each jail to update the configuration files.

15.6. Managing Jails with ezjail

Originally contributed by Warren Block.

Creating and managing multiple jails can quickly become tedious and error-prone. Dirk Engling's ezjail automates
and greatly simplifies many jail tasks. A basejail is created as a template. Additional jails use mount_nullfs(8) to share
many of the basejail directories without using additional disk space. Each additional jail takes only a few megabytes
of disk space before applications are installed. Upgrading the copy of the userland in the basejail automatically
upgrades all of the other jails.

Additional benefits and features are described in detail on the ezjail web site, https://erdgeist.org/arts/soft-
ware/ezjail/.

15.6.1. Installing ezjail

Installing ezjail consists of adding a loopback interface for use in jails, installing the port or package, and enabling
the service.

1. To keep jail loopback traffic off the host's loopback network interface 100, a second loopback interface is
created by adding an entry to /etc/rc.conf :

cloned interfaces="1lol"

The second loopback interface 101 will be created when the system starts. It can also be created manually
without a restart:

# service netif cloneup
Created clone interfaces: lol.

Jails can be allowed to use aliases of this secondary loopback interface without interfering with the host.

Inside a jail, access to the loopback address 127.0.0.1 is redirected to the first IP address assigned to the jail.
To make the jail loopback correspond with the new 1ol interface, that interface must be specified first in the
list of interfaces and IP addresses given when creating a new jail.

Give each jail a unique loopback address in the 127.0.0.0 /8 netblock.

2. Install sysutils/ezjail:

# cd /usr/ports/sysutils/ezjail
# make install clean

3. Enable ezjail by adding this line to /etc/rc.conf :

ezjail enable="YES"

4.  The service will automatically start on system boot. It can be started immediately for the current session:

# service ezjail start

15.6.2. Initial Setup

With ezjail installed, the basejail directory structure can be created and populated. This step is only needed once
on the jail host computer.
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In both of these examples, -p causes the ports tree to be retrieved with portsnap(8) into the basejail. That single
copy of the ports directory will be shared by all the jails. Using a separate copy of the ports directory for jails
isolates them from the host. The ezjail FAQ explains in more detail: http://erdgeist.org/arts/software/ezjail /#FAQ.

To Populate the Jail with FreeBSD-RELEASE

For a basejail based on the FreeBSD RELEASE matching that of the host computer, use install. For ex-
ample, on a host computer running FreeBSD 10-STABLE, the latest RELEASE version of FreeBSD -10 will
be installed in the jail):

# ezjail-admin install -p
To Populate the Jail with installworld
The basejail can be installed from binaries created by buildworld on the host with ezjail-admin update.

In this example, FreeBSD 10-STABLE has been built from source. The jail directories are created. Then
installworld is executed, installing the host's /usr/obj into the basejail.

# ezjail-admin update -i -p

The host's /usr/src is used by default. A different source directory on the host can be specified with -
s and a path, or set with ezjail sourcetree in /usr/local/etc/ezjail.conf .

Tip
; The basejail's ports tree is shared by other jails. However, downloaded distfiles are stored in

the jail that downloaded them. By default, these files are stored in /var/ports/distfiles
within each jail. /var/ports inside each jail is also used as a work directory when building
ports.

Tip
; The FTP protocol is used by default to download packages for the installation of the basejail.

Firewall or proxy configurations can prevent or interfere with FTP transfers. The HTTP pro-
tocol works differently and avoids these problems. It can be chosen by specifying a full URL
for a particular download mirror in /usr/local/etc/ezjail.conf :

ezjail ftphost=http://ftp.FreeBSD.org

See Section A.2, “FTP Sites” for a list of sites.

15.6.3. Creating and Starting a New Jail

New jails are created with ezjail-admin create. In these examples, the 1ol loopback interface is used as described

above,

Procedure 15.1. Create and Start a New Jail

1.  Create the jail, specifying a name and the loopback and network interfaces to use, along with their IP address-
es. In this example, the jail is named dnsjail.

# ezjail-admin create dnsjail 'lol|127.0.1.1 ,em0|192.168.1.50 '
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Tip

; Most network services run in jails without problems. A few network services, most no-
tably ping(8), use raw network sockets. In jails, raw network sockets are disabled by de-
fault for security. Services that require them will not work.

Occasionally, a jail genuinely needs raw sockets. For example, network monitoring ap-
plications often use ping(8) to check the availability of other computers. When raw net-
work sockets are actually needed in a jail, they can be enabled by editing the ezjail con-
figuration file for the individual jail, /usr/local/etc/ezjail/ jailname. Modify the
parameters entry:

export jail jailname parameters="allow.raw sockets=1"

Do not enable raw network sockets unless services in the jail actually require them.

2. Start the jail:

# ezjail-admin start dnsjail
3. Usea console on the jail:

# ezjail-admin console dnsjail
The jail is operating and additional configuration can be completed. Typical settings added at this point include:
1.  Set the root Password

Connect to the jail and set the root user's password:
# ezjail-admin console dnsjail
# passwd
Changing local password for root
New Password:
Retype New Password:
2. Time Zone Configuration

The jail's time zone can be set with tzsetup(8). To avoid spurious error messages, the adjkerntz(8) entry in
/etc/crontab can be commented or removed. This job attempts to update the computer's hardware clock
with time zone changes, but jails are not allowed to access that hardware.

3. DNS Servers

Enter domain name server lines in /etc/resolv.conf so DNS works in the jail.
4. Edit /etc/hosts

Change the address and add the jail name to the localhost entries in /etc/hosts .
5. Configure /etc/rc.conf

Enter configuration settings in /etc/rc. conf . This is much like configuring a full computer. The host name
and IP address are not set here. Those values are already provided by the jail configuration.

With the jail configured, the applications for which the jail was created can be installed.
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Tip

; Some ports must be built with special options to be used in a jail. For example, both of
the network monitoring plugin packages net-mgmt/nagios-plugins and net-mgmt/monitor-
ing-plugins have a JAIL option which must be enabled for them to work correctly inside ajail.

15.6.4. Updating Jails
15.6.4.1. Updating the Operating System

Because the basejail's copy of the userland is shared by the other jails, updating the basejail automatically updates
all of the other jails. Either source or binary updates can be used.

To build the world from source on the host, then install it in the basejail, use:

# ezjail-admin update -b

If the world has already been compiled on the host, install it in the basejail with:
# ezjail-admin update -i

Binary updates use freebsd-update(8). These updates have the same limitations as if freebsd-update(8) were being
run directly. The most important one is that only -RELEASE versions of FreeBSD are available with this method.

Update the basejail to the latest patched release of the version of FreeBSD on the host. For example, updating from
RELEASE-p1 to RELEASE-p2.

# ezjail-admin update -u

To upgrade the basejail to a new version, first upgrade the host system as described in Section 24.2.3, “Performing
Major and Minor Version Upgrades”. Once the host has been upgraded and rebooted, the basejail can then be
upgraded. freebsd-update(8) has no way of determining which version is currently installed in the basejail, so the
original version must be specified. Use file(1) to determine the original version in the basejail:

# file /usr/jails/basejail/bin/sh

/usr/jails/basejail/bin/sh: ELF 64-bit LSB executable, x86-64, version 1 (FreeBSD),
dynamically linked (uses shared libs), for FreeBSD 9.3, stripped

Now use this information to perform the upgrade from 9.3-RELEASE to the current version of the host system:

# ezjail-admin update -U -s 9.3-RELEASE
After updating the basejail, mergemaster(8) must be run to update each jail's configuration files.

How to use mergemaster(8) depends on the purpose and trustworthiness of a jail. If a jail's services or users are
not trusted, then mergemaster(8) should only be run from within that jail:

Example 15.1. mergemaster(8) on Untrusted Jail

Delete the link from the jail's /usr/src into the basejail and create a new /usr/src in the jail as a mount-
point. Mount the host computer's /usr/src read-only on the jail's new /usr/src mountpoint:

# rm /usr/jails/ jailname /usr/src
# mkdir /usr/jails/ jailname /usr/src
# mount -t nullfs -o ro /usr/src /usr/jails/ jailname /usr/src

305


https://www.freebsd.org/cgi/url.cgi?ports/net-mgmt/nagios-plugins/pkg-descr
https://www.freebsd.org/cgi/url.cgi?ports/net-mgmt/monitoring-plugins/pkg-descr
https://www.freebsd.org/cgi/url.cgi?ports/net-mgmt/monitoring-plugins/pkg-descr
https://www.FreeBSD.org/cgi/man.cgi?query=freebsd-update&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=freebsd-update&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=freebsd-update&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=file&sektion=1&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=mergemaster&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=mergemaster&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=mergemaster&sektion=8&manpath=freebsd-release-ports
https://www.FreeBSD.org/cgi/man.cgi?query=mergemaster&amp;sektion=8

Controlling Jails

Get a console in the jail:

# ezjail-admin console jailname

Inside the jail, run mergemaster. Then exit the jail console:
# cd /usr/src

# mergemaster -U
# exit

Finally, unmount the jail's /usr/src:

# umount /usr/jails/ jailname /usr/src

Example 15.2. mergemaster(8) on Trusted Jail
If the users and services in a jail are trusted, mergemaster(8) can be run from the host:

# mergemaster -U -D /usr/jails/ jailname

Tip
; After a major version update it is recommended by sysutils/ezjail to make sure your pkg is
of the correct version. Therefore enter:

# pkg-static upgrade -f pkg

to upgrade or downgrade to the appropriate version.

15.6.4.2. Updating Ports

The ports tree in the basejail is shared by the other jails. Updating that copy of the ports tree gives the other jails
the updated version also.

The basejail ports tree is updated with portsnap(8):
# ezjail-admin update -P

15.6.5. Controlling Jails

15.6.5.1. Stopping and Starting Jails

ezjail automatically starts jails when the computer is started. Jails can be manually stopped and restarted with
stop and start:

# ezjail-admin stop sambajail
Stopping jails: sambajail.

By default, jails are started automatically when the host computer starts. Autostarting can be disabled with config:
# ezjail-admin config -r norun seldomjail

This takes effect the next time the host computer is started. A jail that is already running will not be stopped.
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Enabling autostart is very similar:

# ezjail-admin config -r run oftenjail
15.6.5.2. Archiving and Restoring Jails

Use archive to create a .tar.gz archive of a jail. The file name is composed from the name of the jail and the
current date. Archive files are written to the archive directory, /usr/jails/ezjail_archives . A different archive
directory can be chosen by setting ezjail archivedir in the configuration file.

The archive file can be copied elsewhere as a backup, or an existing jail can be restored from it with restore. A
new jail can be created from the archive, providing a convenient way to clone existing jails.

Stop and archive a jail named wwwserver:
# ezjail-admin stop wwwserver
Stopping jails: wwwserver.

# ezjail-admin archive wwwserver

# 1s /usr/jails/ezjail-archives/
wwwserver-201407271153.13.tar.gz

Create a new jail named wwwserver-clone from the archive created in the previous step. Use the eml interface and
assign a new IP address to avoid conflict with the original:

# ezjail-admin create -a /usr/jails/ezjail_archives/
wwwserver-201407271153.13.tar.9gz  wwwserver-clone 'lol|127.0.3.1,em1|192.168.1.51"

15.6.6. Full Example: BIND in a Jail

Putting the BIND DNS server in a jail improves security by isolating it. This example creates a simple caching-only
name server.

¢ The jail will be called dns1.
+ The jail will use IP address 192.168.1.240 on the host's re0 interface.
+ The upstream ISP's DNS servers are at 10.0.0.62 and 10.60.0.61.

i

The basejail has already been created and a ports tree installed as shown in Section 15.6.2, “Initial Setup”.

Example 15.3. Running BIND in a Jail
Create a cloned loopback interface by adding a line to /etc/rc. conf :

cloned interfaces="1lol"

Immediately create the new loopback interface:

# service netif cloneup
Created clone interfaces: lol.

Create the jail:

# ezjail-admin create dnsl '101]|127.0.2.1,re0|192.168.1.240"

Start the jail, connect to a console running on it, and perform some basic configuration:

# ezjail-admin start dnsl

# ezjail-admin console dnsl

# passwd

Changing local password for root
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Temporarily set the upstream DNS servers in /etc/resolv.conf so ports can be downloaded:

Still using the jail console, install dns/bind99.

Configure the name server by editing /usr/local/etc/namedb/named. conf

Create an Access Control List (ACL) of addresses and networks that are permitted to send DNS queries to
this name server. This section is added just before the options section already in the file:

Use thejail IP address in the listen-on setting to accept DNS queries from other computers on the network:

A simple caching-only DNS name server is created by changing the forwarders section. The original file
contains:

Uncomment the section by removing the /* and */ lines. Enter the IP addresses of the upstream DNS
servers. Immediately after the forwarders section, add references to the trusted ACL defined earlier:

Enable the service in /etc/rc.conf :

Start and test the name server:
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wrote key file "/usr/local/etc/namedb/rndc.key"
Starting named.
# /usr/local/bin/dig @192.168.1.240 freebsd.org

A response that includes
;3 Got answer;

shows that the new DNS server is working. A long delay followed by a response including
;3 connection timed out; no servers could be reached

shows a problem. Check the configuration settings and make sure any local firewalls allow the new DNS
access to the upstream DNS servers.

The new DNS server can use itself for local name resolution, just like other local computers. Set the address
of the DNS server in the client computer's /etc/resolv.conf:

nameserver 192.168.1.240

A local DHCP server can be configured to provide this address for a local DNS server, providing automatic
configuration on DHCP clients.
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Chapter 16. Mandatory Access
Control

Written by Tom Rhodes.

16.1. Synopsis

FreeBSD supports security extensions based on the POSIX®.1e draft. These security mechanisms include file sys-
tem Access Control Lists (Section 14.9, “Access Control Lists”) and Mandatory Access Control (MAC). MAC allows
access control modules to be loaded in order to implement security policies. Some modules provide protections
for a narrow subset of the system, hardening a particular service. Others provide comprehensive labeled securi-
ty across all subjects and objects. The mandatory part of the definition indicates that enforcement of controls is
performed by administrators and the operating system. This is in contrast to the default security mechanism of
Discretionary Access Control (DAC) where enforcement is left to the discretion of users.

This chapter focuses on the MAC framework and the set of pluggable security policy modules FreeBSD provides
for enabling various security mechanisms.

After reading this chapter, you will know:
« The terminology associated with the MAC framework.

+ The capabilities of MAC security policy modules as well as the difference between a labeled and non-labeled
policy.

+ The considerations to take into account before configuring a system to use the MAC framework.
+ Which MAC security policy modules are included in FreeBSD and how to configure them.

* How to implement a more secure environment using the MAC framework.

+ How to test the MAC configuration to ensure the framework has been properly implemented.
Before reading this chapter, you should:

+ Understand UNIX® and FreeBSD basics (Chapter 3, FreeBSD Basics).

* Have some familiarity with security and how it pertains to FreeBSD (Chapter 14, Security).

Warning

O Improper MAC configuration may cause loss of system access, aggravation of users, or in-
ability to access the features provided by Xorg. More importantly, MAC should not be relied
upon to completely secure a system. The MAC framework only augments an existing security
policy. Without sound security practices and regular security checks, the system will never
be completely secure.

The examples contained within this chapter are for demonstration purposes and the exam-
ple settings should not be implemented on a production system. Implementing any security
policy takes a good deal of understanding, proper design, and thorough testing.

While this chapter covers a broad range of security issues relating to the MAC framework, the development of
new MAC security policy modules will not be covered. A number of security policy modules included with the
MAC framework have specific characteristics which are provided for both testing and new module development.



Key Terms

Refer to mac_test(4), mac_stub(4) and mac_none(4) for more information on these security policy modules and the
various mechanisms they provide.

16.2. Key Terms

The following key terms are used when referring to the MAC framework:

« compartment: a set of programs and data to be partitioned or separated, where users are given explicit access
to specific component of a system. A compartment represents a grouping, such as a work group, department,
project, or topic. Compartments make it possible to implement a need-to-know-basis security policy.

« integrity: the level of trust which can be placed on data. As the integrity of the data is elevated, so does the ability
to trust that data.

+ level: the increased or decreased setting of a security attribute. As the level increases, its security is considered
to elevate as well.

+ label: a security attribute which can be applied to files, directories, or other items in the system. It could be
considered a confidentiality stamp. When a label is placed on a file, it describes the security properties of that
file and will only permit access by files, users, and resources with a similar security setting. The meaning and
interpretation of label values depends on the policy configuration. Some policies treat a label as representing
the integrity or secrecy of an object while other policies might use labels to hold rules for access.

« multilabel: this property is a file system option which can be set in single-user mode using tunefs(8), during boot
using fstab(5), or during the creation of a new file system. This option permits an administrator to apply different
MAC labels on different objects. This option only applies to security policy modules which support labeling.

« single label: a policy where the entire file system uses one label to enforce access control over the flow of data.
Whenever multilabel is not set, all files will conform to the same label setting.

« object: an entity through which information flows under the direction of a subject. This includes directories, files,
fields, screens, keyboards, memory, magnetic storage, printers or any other data storage or moving device. An
object is a data container or a system resource. Access to an object effectively means access to its data.

« subject: any active entity that causes information to flow between objects such as a user, user process, or system
process. On FreeBSD, this is almost always a thread acting in a process on behalf of a user.

+ policy: a collection of rules which defines how objectives are to be achieved. A policy usually documents how
certain items are to be handled. This chapter considers a policy to be a collection of rules which controls the
flow of data and information and defines who has access to that data and information.

* high-watermark: this type of policy permits the raising of security levels for the purpose of accessing higher level
information. In most cases, the original level is restored after the process is complete. Currently, the FreeBSD
MAC framework does not include this type of policy.

+ low-watermark: this type of policy permits lowering security levels for the purpose of accessing information
which is less secure. In most cases, the original security level of the user is restored after the process is complete.
The only security policy module in FreeBSD to use this is mac_lomac(4).

« sensitivity: usually used when discussing Multilevel Security (MLS). A sensitivity level describes how important
or secret the data should be. As the sensitivity level increases, so does the importance of the secrecy, or confi-
dentiality, of the data.

16.3. Understanding MAC Labels

A MAC label is a security attribute which may be applied to subjects and objects throughout the system. When
setting a label, the administrator must understand its implications in order to prevent unexpected or undesired
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behavior of the system. The attributes available on an object depend on the loaded policy module, as policy modules
interpret their attributes in different ways.

The security label on an object is used as a part of a security access control decision by a policy. With some policies,
the label contains all of the information necessary to make a decision. In other policies, the labels may be processed
as part of a larger rule set.

There are two types of label policies: single label and multi label. By default, the system will use single label. The
administrator should be aware of the pros and cons of each in order to implement policies which meet the require-
ments of the system's security model.

A single label security policy only permits one label to be used for every subject or object. Since a single label policy
enforces one set of access permissions across the entire system, it provides lower administration overhead, but
decreases the flexibility of policies which support labeling. However, in many environments, a single label policy
may be all that is required.

A single label policy is somewhat similar to DAC as root configures the policies so that users are placed in the
appropriate categories and access levels. A notable difference is that many policy modules can also restrict root.
Basic control over objects will then be released to the group, but root may revoke or modify the settings at any
time.

When appropriate, a multi label policy can be set on a UFS file system by passing multilabel to tunefs(8). A multi
label policy permits each subject or object to have its own independent MAC label. The decision to use a multi label
or single label policy is only required for policies which implement the labeling feature, such as biba, lomac, and
mls. Some policies, such as seeotheruids , portacl and partition, do not use labels at all.

Using a multi label policy on a partition and establishing a multi label security model can increase administrative
overhead as everything in that file system has a label. This includes directories, files, and even device nodes.

The following command will set multilabel on the specified UFS file system. This may only be done in single-user
mode and is not a requirement for the swap file system:

# tunefs -1 enable /

Note
@ Some users have experienced problems with setting the multilabel flag on the root parti-
tion. If this is the case, please review Section 16.8, “Troubleshooting the MAC Framework”.

Since the multi label policy is set on a per-file system basis, a multi label policy may not be needed if the file system
layout is well designed. Consider an example security MAC model for a FreeBSD web server. This machine uses the
single label, biba/high, for everything in the default file systems. If the web server needs to run at biba/low to
prevent write up capabilities, it could be installed to a separate UFS /usr/local file system set at biba/low.

16.3.1. Label Configuration

Virtually all aspects of label policy module configuration will be performed using the base system utilities. These
commands provide a simple interface for object or subject configuration or the manipulation and verification of
the configuration.

All configuration may be done using setfmac, which is used to set MAC labels on system objects, and setpmac,
which is used to set the labels on system subjects. For example, to set the biba MAC label to high on test:

# setfmac biba/high test

If the configuration is successful, the prompt will be returned without error. A common error is Permission denied
which usually occurs when the label is being set or modified on a restricted object. Other conditions may produce
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different failures. For instance, the file may not be owned by the user attempting to relabel the object, the object
may not exist, or the object may be read-only. A mandatory policy will not allow the process to relabel the file,
maybe because of a property of the file, a property of the process, or a property of the proposed new label value.
For example, if a user running at low integrity tries to change the label of a high integrity file, or a user running at
low integrity tries to change the label of a low integrity file to a high integrity label, these operations will fail.

The system administrator may use setpmac to override the policy module's settings by assigning a different label
to the invoked process:

# setfmac biba/high test

Permission denied

# setpmac biba/low setfmac biba/high test
# getfmac test

test: biba/high

For currently running processes, such as sendmail, getpmac is usually used instead. This command takes a process
ID (PID) in place of a command name. If users attempt to manipulate a file not in their access, subject to the rules
of the loaded policy modules, the Operation not permitted error will be displayed.

16.3.2. Predefined Labels

A few FreeBSD policy modules which support the labeling feature offer three predefined labels: low, equal, and
high, where:

+ low is considered the lowest label setting an object or subject may have. Setting this on objects or subjects blocks
their access to objects or subjects marked high.

« equal sets the subject or object to be disabled or unaffected and should only be placed on objects considered
to be exempt from the policy.

* high grants an object or subject the highest setting available in the Biba and MLS policy modules.

Such policy modules include mac_biba(4), mac_mls(4) and mac_lomac(4). Each of the predefined labels establishes
adifferent information flow directive. Refer to the manual page of the module to determine the traits of the generic
label configurations.

16.3.3. Numeric Labels

The Biba and MLS policy modules support a numeric label which may be set to indicate the precise level of hier-
archical control. This numeric level is used to partition or sort information into different groups of classification,
only permitting access to that group or a higher group level. For example:

biba/10:2+3+6(5:2+3-20:2+3+4+5+6)
may be interpreted as “Biba Policy Label/Grade 10:Compartments 2, 3 and 6: (grade 5 ...”)

In this example, the first grade would be considered the effective grade with effective compartments, the second
grade is the low grade, and the last one is the high grade. In most configurations, such fine-grained settings are
not needed as they are considered to be advanced configurations.

System objects only have a current grade and compartment. System subjects reflect the range of available rights
in the system, and network interfaces, where they are used for access control.

The grade and compartments in a subject and object pair are used to construct a relationship known as dominance,
in which a subject dominates an object, the object dominates the subject, neither dominates the other, or both
dominate each other. The “both dominate” case occurs when the two labels are equal. Due to the information flow
nature of Biba, a user has rights to a set of compartments that might correspond to projects, but objects also have
a set of compartments. Users may have to subset their rights using su or setpmac in order to access objects in a
compartment from which they are not restricted.
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16.3.4. User Labels

Users are required to have labels so that their files and processes properly interact with the security policy defined
on the system. This is configured in /etc/login. conf using login classes. Every policy module that uses labels will
implement the user class setting.

To set the user class default label which will be enforced by MAC, add a label entry. An example label entry
containing every policy module is displayed below. Note that in a real configuration, the administrator would never
enable every policy module. It is recommended that the rest of this chapter be reviewed before any configuration
is implemented.

default:\
:copyright=/etc/COPYRIGHT:\
:welcome=/etc/motd:\
:setenv=MAIL=/var/mail/$,BLOCKSIZE=K:\
:path=~/bin:/sbin:/bin:/usr/sbin:/usr/bin:/usr/local/sbin:/usr/local/bin:\
:manpath=/usr/share/man /usr/local/man:\
:nologin=/usr/sbin/nologin:\
:cputime=1h30m:\
:datasize=8M:\
:vmemoryuse=100M:\
:stacksize=2M:\
:memorylocked=4M:\
:memoryuse=8M:\
:filesize=8M:\
:coredumpsize=8M:\
:openfiles=24:\
:maxproc=32:\
ipriority=0:\
:requirehome:\
:passwordtime=91d:\
:umask=022:\
:ignoretime@:\
:label=partition/13,mls/5,biba/10(5-15),lomac/10[2]:

While users can not modify the default value, they may change their label after they login, subject to the constraints
of the policy. The example above tells the Biba policy that a process's minimum integrity is 5, its maximum is 15,
and the default effective label is 10. The process will run at 10 until it chooses to change label, perhaps due to the
user using setpmac, which will be constrained by Biba to the configured range.

After any change to login.conf, the login class capability database must be rebuilt using cap mkdb .

Many sites have a large number of users requiring several different user classes. In depth planning is required as
this can become difficult to manage.

16.3.5. Network Interface Labels

Labels may be set on network interfaces to help control the flow of data across the network. Policies using network
interface labels function in the same way that policies function with respect to objects. Users at high settings in
Biba, for example, will not be permitted to access network interfaces with a label of low.

When setting the MAC label on network interfaces, maclabel may be passed to ifconfig:

# ifconfig bge® maclabel biba/equal

This example will set the MAC label of biba/equal on the bge@ interface. When using a setting similar to bi-
ba/high(low-high) , the entire label should be quoted to prevent an error from being returned.

Each policy module which supports labeling has a tunable which may be used to disable the MAC label on network
interfaces. Setting the label to equal will have a similar effect. Review the output of sysctl, the policy manual
pages, and the information in the rest of this chapter for more information on those tunables.
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16.4. Planning the Security Configuration

Before implementing any MAC policies, a planning phase is recommended. During the planning stages, an admin-
istrator should consider the implementation requirements and goals, such as:

* How to classify information and resources available on the target systems.
+ Which information or resources to restrict access to along with the type of restrictions that should be applied.
+ Which MAC modules will be required to achieve this goal.

A trial run of the trusted system and its configuration should occur before a MAC implementation is used on pro-
duction systems. Since different environments have different needs and requirements, establishing a complete
security profile will decrease the need of changes once the system goes live.

Consider how the MAC framework augments the security of the system as a whole. The various security policy
modules provided by the MAC framework could be used to protect the network and file systems or to block users
from accessing certain ports and sockets. Perhaps the best use of the policy modules is to load several security
policy modules at a time in order to provide a MLS environment. This approach differs from a hardening policy,
which typically hardens elements of a system which are used only for specific purposes. The downside to MLS is
increased administrative overhead.

The overhead is minimal when compared to the lasting effect of a framework which provides the ability to pick
and choose which policies are required for a specific configuration and which keeps performance overhead down.
The reduction of support for unneeded policies can increase the overall performance of the system as well as
offer flexibility of choice. A good implementation would consider the overall security requirements and effectively
implement the various security policy modules offered by the framework.

A system utilizing MAC guarantees that a user will not be permitted to change security attributes at will. All user
utilities, programs, and scripts must work within the constraints of the access rules provided by the selected se-
curity policy modules and control of the MAC access rules is in the hands of the system administrator.

It is the duty of the system administrator to carefully select the correct security policy modules. For an environ-
ment that needs to limit access control over the network, the mac_portacl(4), mac_ifoff(4), and mac_biba(4) poli-
cy modules make good starting points. For an environment where strict confidentiality of file system objects is
required, consider the mac_bsdextended(4) and mac_mls(4) policy modules.

Policy decisions could be made based on network configuration. If only certain users should be permitted access
to ssh(1), the mac_portacl(4) policy module is a good choice. In the case of file systems, access to objects might
be considered confidential to some users, but not to others. As an example, a large development team might be
broken off into smaller projects where developers in project A might not be permitted to access objects written by
developers in project B. Yet both projects might need to access objects created by developers in project C. Using
the different security policy modules provided by the MAC framework, users could be divided into these groups
and then given access to the appropriate objects.

Each security policy module has a unique way of dealing with the overall security of a system. Module selection
should be based on a well thought out security policy which may require revision and reimplementation. Under-
standing the different security policy modules offered by the MAC framework will help administrators choose the
best policies for their situations.

The rest of this chapter covers the available modules, describes their use and configuration, and in some cases,
provides insight on applicable situations.

Caution
A Implementing MAC is much like implementing a firewall since care must be taken to prevent
being completely locked out of the system. The ability to revert back to a previous configura-
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tion should be considered and the implementation of MAC over a remote connection should
be done with extreme caution.

16.5. Available MAC Policies

The default FreeBSD kernel includes options MAC. This means that every module included with the MAC framework
can be loaded with kldload as a run-time kernel module. After testing the module, add the module name to /boot/
loader.conf so that it will load during boot. Each module also provides a kernel option for those administrators
who choose to compile their own custom kernel.

FreeBSD includes a group of policies that will cover most security requirements. Each policy is summarized below.
The last three policies support integer settings in place of the three default labels.

16.5.1. The MAC See Other UIDs Policy

Module name; mac_seeotheruids.ko
Kernel configuration line: options MAC_SEEOTHERUIDS
Boot option: mac_seeotheruids_load="YES"

The mac_seeotheruids(4) module extends the security.bsd.see other uidsand security.bsd.see other gids
sysctl tunables. This option does not require any labels to be set before configuration and can operate transpar-
ently with other modules.

After loading the module, the following sysctl tunables may be used to control its features:

+ security.mac.seeotheruids.enabled enables the module and implements the default settings which deny
users the ability to view processes and sockets owned by other users.

* security.mac.seeotheruids.specificgid_enabled allows specified groups to be exempt from this policy. To
exempt specific groups, use the security.mac.seeotheruids.specificgid=XXX sysctl tunable, replacing XXX
with the numeric group ID to be exempted.

* security.mac.seeotheruids.primarygroup_enabled is used to exempt specific primary groups from this poli-
cy. When using this tunable, security.mac.seeotheruids.specificgid enabled may not be set.

16.5.2. The MAC BSD Extended Policy

Module name: mac_bsdextended. ko
Kernel configuration line: options MAC_BSDEXTENDED
Boot option: mac_bsdextended load="YES"

The mac_bsdextended(4) module enforces a file system firewall. It provides an extension to the standard file sys-
tem permissions model, permitting an administrator to create a firewall-like ruleset to protect files, utilities, and
directories in the file system hierarchy. When access to a file system object is attempted, the list of rules is iterated
until either a matching rule is located or the end is reached. This behavior may be changed using security.mac.b-
sdextended. firstmatch enabled. Similar to other firewall modules in FreeBSD, a file containing the access con-
trol rules can be created and read by the system at boot time using an rc.conf(5) variable.

The rule list may be entered using ugidfw(8) which has a syntax similar to ipfw(8). More tools can be written by
using the functions in the libugidfw(3) library.
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After the mac_bsdextended(4) module has been loaded, the following command may be used to list the current
rule configuration:

# ugidfw list
0 slots, O rules

By default, no rules are defined and everything is completely accessible. To create a rule which blocks all access
by users but leaves root unaffected:

# ugidfw add subject not uid root new object not uid root mode n

While this rule is simple to implement, it is a very bad idea as it blocks all users from issuing any commands. A
more realistic example blocks userl all access, including directory listings, to user2's home directory:

# ugidfw set 2 subject uid wuserl object uid user2 mode n
# ugidfw set 3 subject uid userl object gid user2 mode n

Instead of userl, not uid user2 could be used in order to enforce the same access restrictions for all users.
However, the root user is unaffected by these rules.

Note
S Extreme caution should be taken when working with this module as incorrect use could block
access to certain parts of the file system.

16.5.3. The MAC Interface Silencing Policy

Module name: mac_ifoff.ko
Kernel configuration line: options MAC_IFOFF
Boot option: mac_ifoff_ load="YES"

The mac_ifoff(4) module is used to disable network interfaces on the fly and to keep network interfaces from being
brought up during system boot. It does not use labels and does not depend on any other MAC modules.

Most of this module's control is performed through these sysctl tunables:
+ security.mac.ifoff.lo enabled enables or disables all traffic on the loopback, lo(4), interface.

+ security.mac.ifoff.bpfrecv enabled enables or disables all traffic on the Berkeley Packet Filter interface,
bpf(4).

+ security.mac.ifoff.other enabled enables or disables traffic on all other interfaces.

One of the most common uses of mac_ifoff(4) is network monitoring in an environment where network traffic
should not be permitted during the boot sequence. Another use would be to write a script which uses an application
such as security/aide to automatically block network traffic if it finds new or altered files in protected directories.

16.5.4. The MAC Port Access Control List Policy

Module name: mac_portacl.ko
Kernel configuration line: MAC_PORTACL

Boot option: mac_portacl_load="YES"
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The mac_portacl(4) module is used to limit binding to local TCP and UDP ports, making it possible to allow non-root
users to bind to specified privileged ports below 1024.

Once loaded, this module enables the MAC policy on all sockets. The following tunables are available:

¢ security.mac.portacl.enabled enables or disables the policy completely.

+ security.mac.portacl.port_high sets the highest port number that mac_portacl(4) protects.

* security.mac.portacl.suser_exempt, when set to a non-zero value, exempts the root user from this policy.

+ security.mac.portacl.rules specifies the policy as a text string of the form rule[, rule,...] , with as many
rules as needed, and where each rule is of the form idtype:id:protocol:port. The idtype is either uid or gid.
The protocol parameter can be tcp or udp. The port parameter is the port number to allow the specified user
or group to bind to. Only numeric values can be used for the user ID, group ID, and port parameters.

By default, ports below 1024 can only be used by privileged processes which run as root. For mac_portacl(4) to
allow non-privileged processes to bind to ports below 1024, set the following tunables as follows:

# sysctl security.mac.portacl.port_high=1023
# sysctl net.inet.ip.portrange.reservedlow=0
# sysctl net.inet.ip.portrange.reservedhigh=0

To prevent the root user from being affected by this policy, set security.mac.portacl.suser exempt to a non-
zero value.

# sysctl security.mac.portacl.suser_exempt=1

To allow the www user with UID 80 to bind to port 80 without ever needing root privilege:

# sysctl security.mac.portacl.rules=uid:80:tcp:80

This next example permits the user with the UID of 1001 to bind to TCP ports 110 (POP3) and 995 (POP3s):

# sysctl security.mac.portacl.rules=uid:1001:tcp:110,uid:1001:tcp:995

16.5.5. The MAC Partition Policy

Module name: mac_partition.ko
Kernel configuration line: options MAC_PARTITION
Boot option: mac_partition_load="YES"

The mac_partition(4) policy drops processes into specific “partitions” based on their MAC label. Most configuration
for this policy is done using setpmac(8). One sysctl tunable is available for this policy:

* security.mac.partition.enabled enables the enforcement of MAC process partitions.

When this policy is enabled, users will only be permitted to see their processes, and any others within their parti-
tion, but will not be permitted to work with utilities outside the scope of this partition. For instance, a user in the
insecure class will not be permitted to access top as well as many other commands that must spawn a process.

This example adds top to the label set on users in the insecure class. All processes spawned by users in the inse-
cure class will stay in the partition/13 label.

# setpmac partition/13 top

This command displays the partition label and the process list:

# ps Zax
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This command displays another user's process partition label and that user's currently running processes:

# ps -ZU trhodes

Note
@ Users can see processes in root's label unless the mac_seeotheruids(4) policy is loaded.

16.5.6. The MAC Multi-Level Security Module

Module name: mac_mls.ko

Kernel configuration line: options MAC MLS

Boot option: mac_mls_load="YES"

The mac_mls(4) policy controls access between subjects and objects in the system by enforcing a strict information
flow policy.

I

n MLS environments, a “clearance” level is set in the label of each subject or object, along with compartments.

Since these clearance levels can reach numbers greater than several thousand, it would be a daunting task to
thoroughly configure every subject or object. To ease this administrative overhead, three labels are included in
this policy: mls/low, mls/equal , and mls/high , where:

Anything labeled with mls/low will have a low clearance level and not be permitted to access information of
a higher level. This label also prevents objects of a higher clearance level from writing or passing information
to a lower level.

mls/equal should be placed on objects which should be exempt from the policy.

mls/high isthe highest level of clearance possible. Objects assigned this label will hold dominance over all other
objects in the system; however, they will not permit the leaking of information to objects of a lower class.

MLS provides:

A hierarchical security level with a set of non-hierarchical categories.

Fixed rules of no read up, no write down . This means that a subject can have read access to objects on its
own level or below, but not above. Similarly, a subject can have write access to objects on its own level or above,
but not beneath.

Secrecy, or the prevention of inappropriate disclosure of data.

A basis for the design of systems that concurrently handle data at multiple sensitivity levels without leaking
information between secret and confidential.

The following sysctl tunables are available:

security.mac.mls.enabled is used to enable or disable the MLS policy.
security.mac.mls.ptys_equal labels all pty(4) devices as mls/equal during creation.

security.mac.mls.revocation enabled revokes access to objects after their label changes to a label of a lower
grade.

security.mac.mls.max_compartments sets the maximum number of compartment levels allowed on a system.
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To manipulate MLS labels, use setfmac(8). To assign a label to an object:

# setfmac mls/5 test

To get the MLS label for the file test:

# getfmac test

Another approach is to create a master policy file in /etc/ which specifies the MLS policy information and to feed
that file to setfmac.

When using the MLS policy module, an administrator plans to control the flow of sensitive information. The default
block read up block write down sets everything to a low state. Everything is accessible and an administrator
slowly augments the confidentiality of the information.

Beyond the three basic label options, an administrator may group users and groups as required to block the in-
formation flow between them. It might be easier to look at the information in clearance levels using descriptive
words, such as classifications of Confidential, Secret, and Top Secret. Some administrators instead create dif-
ferent groups based on project levels. Regardless of the classification method, a well thought out plan must exist
before implementing a restrictive policy.

Some example situations for the MLS policy module include an e-commerce web server, a file server holding critical
company information, and financial institution environments.

16.5.7. The MAC Biba Module

Module name: mac_biba.ko
Kernel configuration line: options MAC BIBA
Boot option: mac_biba_load="YES"

The mac_biba(4) module loads the MAC Biba policy. This policy is similar to the MLS policy with the exception that
the rules for information flow are slightly reversed. This is to prevent the downward flow of sensitive information
whereas the MLS policy prevents the upward flow of sensitive information.

In Biba environments, an “integrity” label is set on each subject or object. These labels are made up of hierarchical
grades and non-hierarchical components. As a grade ascends, so does its integrity.

Supported labels are biba/low, biba/equal, and biba/high, where:

* biba/low is considered the lowest integrity an object or subject may have. Setting this on objects or subjects
blocks their write access to objects or subjects marked as biba/high, but will not prevent read access.

* biba/equal should only be placed on objects considered to be exempt from the policy.

+ biba/high permits writing to objects set at a lower label, but does not permit reading that object. It is recom-
mended that this label be placed on objects that affect the integrity of the entire system.

Biba provides:
* Hierarchical integrity levels with a set of non-hierarchical integrity categories.

« Fixed rules are no write up, no read down , the opposite of MLS. A subject can have write access to objects
on its own level or below, but not above. Similarly, a subject can have read access to objects on its own level
or above, but not below.

« Integrity by preventing inappropriate modification of data.

« Integrity levels instead of MLS sensitivity levels.
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The following tunables can be used to manipulate the Biba policy:
+ security.mac.biba.enabled is used to enable or disable enforcement of the Biba policy on the target machine.
+ security.mac.biba.ptys_equal is used to disable the Biba policy on pty(4) devices.

* security.mac.biba.revocation enabled forces the revocation of access to objects if the label is changed to
dominate the subject.

To access the Biba policy setting on system objects, use setfmac and getfmac:

# setfmac biba/low test
# getfmac test
test: biba/low

Integrity, which is different from sensitivity, is used to guarantee that information is not manipulated by untrusted
parties. This includes information passed between subjects and objects. It ensures that users will only be able to
modify or access information they have been given explicit access to. The mac_biba(4) security policy module
permits an administrator to configure which files and programs a user may see and invoke while assuring that the
programs and files are trusted by the system for that user.

During the initial planning phase, an administrator must be prepared to partition users into grades, levels, and
areas. The system will default to a high label once this policy module is enabled, and it is up to the administrator
to configure the different grades and levels for users. Instead of using clearance levels, a good planning method
could include topics. For instance, only allow developers modification access to the source code repository, source
code compiler, and other development utilities. Other users would be grouped into other categories such as testers,
designers, or end users and would only be permitted read access.

Alower integrity subject is unable to write to a higher integrity subject and a higher integrity subject cannot list or
read a lower integrity object. Setting a label at the lowest possible grade could make it inaccessible to subjects. Some
prospective environments for this security policy module would include a constrained web server, a development
and test machine, and a source code repository. A less useful implementation would be a personal workstation, a
machine used as a router, or a network firewall.

16.5.8. The MAC Low-watermark Module

Module name: mac_lomac.ko
Kernel configuration line: options MAC_LOMAC
Boot option: mac_lomac_load="YES"

Unlike the MAC Biba policy, the mac_lomac(4) policy permits access to lower integrity objects only after decreasing
the integrity level to not disrupt any integrity rules.

The Low-watermark integrity policy works almost identically to Biba, with the exception of using floating labels
to support subject demotion via an auxiliary grade compartment. This secondary compartment takes the form
[auxgrade]. When assigning a policy with an auxiliary grade, use the syntax lomac/10[2], where 2 is the auxiliary
grade.

This policy relies on the ubiquitous labeling of all system objects with integrity labels, permitting subjects to read
from low integrity objects and then downgrading the label on the subject to prevent future writes to high integrity
objects using [auxgrade]. The policy may provide greater compatibility and require less initial configuration than
Biba.

Like the Biba and MLS policies, setfmac and setpmac are used to place labels on system objects:

# setfmac /usr/home/trhodes lomac/high[low]
# getfmac /usr/home/trhodes lomac/high[low]
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The auxiliary grade low is a feature provided only by the MAC LOMAC policy.

16.6. User Lock Down

This example considers a relatively small storage system with fewer than fifty users. Users will have login capabil-
ities and are permitted to store data and access resources.

For this scenario, the mac_bsdextended(4) and mac_seeotheruids(4) policy modules could co-exist and block access
to system objects while hiding user processes.

Begin by adding the following line to /boot/loader.conf :
mac_seeotheruids_load="YES"

The mac_bsdextended(4) security policy module may be activated by adding this line to /etc/rc.conf :
ugidfw_enable="YES"

Default rules stored in /etc/rc.bsdextended will be loaded at system initialization. However, the default entries
may need modification. Since this machine is expected only to service users, everything may be left commented
out except the last two lines in order to force the loading of user owned system objects by default.

Add the required users to this machine and reboot. For testing purposes, try logging in as a different user across
two consoles. Run ps aux to see if processes of other users are visible. Verify that running Is(1) on another user's
home directory fails.

Do not try to test with the root user unless the specific sysctls have been modified to block super user access.

Note

S When a new user is added, their mac_bsdextended(4) rule will not be in the ruleset list. To
update the ruleset quickly, unload the security policy module and reload it again using k-
dunload(8) and kldload(8).

16.7. Nagios in a MAC Jail

This section demonstrates the steps that are needed to implement the Nagios network monitoring system in a
MAC environment. This is meant as an example which still requires the administrator to test that the implemented
policy meets the security requirements of the network before using in a production environment.

This example requires multilabel to be set on each file system. It also assumes that net-mgmt/nagios-plugins,
net-mgmt/nagios, and www/apache22 are all installed, configured, and working correctly before attempting the
integration into the MAC framework.

16.7.1. Create an Insecure User Class

Begin the procedure by adding the following user class to /etc/login.conf:

insecure:\

:copyright=/etc/COPYRIGHT:\

:welcome=/etc/motd:\

:setenv=MAIL=/var/mail/$,BLOCKSIZE=K:\
:path=~/bin:/sbin:/bin:/usr/sbin:/usr/bin:/usr/local/sbin:/usr/local/bin
:manpath=/usr/share/man /usr/local/man:\
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Configure Users

Then, add the following line to the default user class section:

Save the edits and issue the following command to rebuild the database:

# capmkdb /etc/login.conf
16.7.2. Configure Users

Set the root user to the default class using:

All user accounts that are not root will now require a login class. The login class is required, otherwise users will
be refused access to common commands. The following sh script should do the trick:

Next, drop the nagios and www accounts into the insecure class:

16.7.3. Create the Contexts File

A contexts file should now be created as /etc/policy. contexts:

3
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# For Nagios:
/usr/local/etc/nagios(/.*)? biba/10

/var/spool/nagios(/.*)? biba/10

# For apache
/usr/local/etc/apache(/.*)? biba/10

This policy enforces security by setting restrictions on the flow of information. In this specific configuration, users,
including root, should never be allowed to access Nagios. Configuration files and processes that are a part of Nagios
will be completely self contained or jailed.

This file will be read after running setfsmac on every file system. This example sets the policy on the root file
system:

# setfsmac -ef /etc/policy.contexts /

Next, add these edits to the main section of /etc/mac.conf :

default labels file ?biba
default labels ifnet ?biba
default labels process ?biba
default labels socket ?biba

16.7.4. Loader Configuration

To finish the configuration, add the following lines to /boot/loader.conf :
mac_biba load="YES"

mac_seeotheruids load="YES"
security.mac.biba.trust _all interfaces=1

And the following line to the network card configuration stored in /etc/rc. conf . If the primary network config-
uration is done via DHCP, this may need to be configured manually after every system boot:

maclabel biba/equal

16.7.5. Testing the Configuration

First, ensure that the web server and Nagios will not be started on system initialization and reboot. Ensure that
root cannot access any of the files in the Nagios configuration directory. If root can list the contents of /var/
spool/nagios , something is wrong. Instead, a “permission denied” error should be returned.

If all seems well, Nagios, Apache, and Sendmail can now be started:

# cd /etc/mail && make stop && \
setpmac biba/equal make start && setpmac biba/10\(10-10\) apachectl start && \
setpmac biba/10\(10-10\) /usr/local/etc/rc.d/nagios.sh forcestart

Double check to ensure that everything is working properly. If not, check the log files for error messages. If needed,
use sysctl(8) to disable the mac_biba(4) security policy module and try starting everything again as usual.

Note

E The root user can still change the security enforcement and edit its configuration files. The
following command will permit the degradation of the security policy to a lower grade for
anewly spawned shell:

# setpmac biba/10 csh
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To block this from happening, force the user into a range using login.conf(5). If setpmac(8)
attempts to run a command outside of the compartment's range, an error will be returned
and the command will not be executed. In this case, set root to biba/high(high-high) .

16.8. Troubleshooting the MAC Framework

This section discusses common configuration errors and how to resolve them.

The multilabel flag does not stay enabled on the root (/) partition:
The following steps may resolve this transient error:

1.

2.

Edit /etc/fstab and set the root partition to ro for read-only.

Reboot into single user mode.

Run tunefs -1 enable on/.

Reboot the system.

Run mount -urw / and change the ro back to rw in /etc/fstab and reboot the system again.

Double-check the output from mount to ensure that multilabel has been properly set on the root file
system.

After establishing a secure environment with MAC, Xorg no longer starts:
This could be caused by the MAC partition policy or by a mislabeling in one of the MAC labeling policies.
To debug, try the following:

1.

Check the error message. If the user is in the insecure class, the partition policy may be the culprit.
Try setting the user's class back to the default class and rebuild the database with cap mkdb . If this does
not alleviate the problem, go to step two.

Double-check that the label policies are set correctly for the user, Xorg, and the /dev entries.

If neither of these resolve the problem, send the error message and a description of the environment to
the FreeBSD general questions mailing list.

The _secure_path: unable to stat .login_conf error appears:
This error can appear when a user attempts to switch from the root user to another user in the system. This
message usually occurs when the user has a higher label setting than that of the user they are attempting to
become. For instance, if joe has a default label of biba/low and root has a label of biba/high, root cannot
view joe's home directory. This will happen whether or not root has used su to become joe as the Biba
integrity model will not permit root to view objects set at a lower integrity level.

The system no longer recognizes root:
When this occurs, whoami returns 0 and su returns who are you?.

This can happen if a labeling policy has been disabled by sysctl(8) or the policy module was unloaded. If the
policy is disabled, the login capabilities database needs to be reconfigured. Double check /etc/login.conf to
ensure that all label options have been removed and rebuild the database with cap_mkdb .

This may also happen if a policy restricts access to master.passwd. This is usually caused by an administrator
altering the file under a label which conflicts with the general policy being used by the system. In these cases,
the user information would be read by the system and access would be blocked as the file has inherited the
new label. Disable the policy using sysctl(8) and everything should return to normal.
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Chapter 17. Security Event Auditing

Written by Tom Rhodes and Robert Watson.

17.1. Synopsis

The FreeBSD operating system includes support for security event auditing. Event auditing supports reliable, fine-
grained, and configurable logging of a variety of security-relevant system events, including logins, configuration
changes, and file and network access. These log records can be invaluable for live system monitoring, intrusion
detection, and postmortem analysis. FreeBSD implements Sun™'s published Basic Security Module (BSM) Appli-
cation Programming Interface (API) and file format, and is interoperable with the Solaris™ and Mac OS® X audit
implementations.

This chapter focuses on the installation and configuration of event auditing. It explains audit policies and provides
an example audit configuration.

After reading this chapter, you will know:

+ What event auditing is and how it works.

+ How to configure event auditing on FreeBSD for users and processes.

* How to review the audit trail using the audit reduction and review tools.

Before reading this chapter, you should:

¢ Understand UNIX® and FreeBSD basics (Chapter 3, FreeBSD Basics).

+ Be familiar with the basics of kernel configuration/compilation (Chapter 8, Configuring the FreeBSD Kernel).

+ Have some familiarity with security and how it pertains to FreeBSD (Chapter 14, Security).

Warning

O The audit facility has some known limitations. Not all security-relevant system events are
auditable and some login mechanisms, such as Xorg-based display managers and third-party
daemons, do not properly configure auditing for user login sessions.

The security event auditing facility is able to generate very detailed logs of system activity.
On a busy system, trail file data can be very large when configured for high detail, exceeding
gigabytes a week in some configurations. Administrators should take into account the disk
space requirements associated with high volume audit configurations. For example, it may
be desirable to dedicate a file system to /var/audit so that other file systems are not affected
if the audit file system becomes full.

17.2. Key Terms

The following terms are related to security event auditing:

« event: an auditable event is any event that can be logged using the audit subsystem. Examples of security-rel-
evant events include the creation of a file, the building of a network connection, or a user logging in. Events
are either “attributable”, meaning that they can be traced to an authenticated user, or “non-attributable”. Ex-
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amples of non-attributable events are any events that occur before authentication in the login process, such as
bad password attempts.

class: a named set of related events which are used in selection expressions. Commonly used classes of events
include “file creation” (fc), “exec” (ex), and “login_logout” (lo).

record: an audit log entry describing a security event. Records contain a record event type, information on the
subject (user) performing the action, date and time information, information on any objects or arguments, and
a success or failure condition.

trail: alog file consisting of a series of audit records describing security events. Trails are in roughly chronological
order with respect to the time events completed. Only authorized processes are allowed to commit records to
the audit trail.

selection expression: a string containing a list of prefixes and audit event class names used to match events.

preselection: the process by which the system identifies which events are of interest to the administrator. The
preselection configuration uses a series of selection expressions to identify which classes of events to audit for
which users, as well as global settings that apply to both authenticated and unauthenticated processes.

reduction: the process by which records from existing audit trails are selected for preservation, printing, or analy-
sis. Likewise, the process by which undesired audit records are removed from the audit trail. Using reduction,
administrators can implement policies for the preservation of audit data. For example, detailed audit trails might
be kept for one month, but after that, trails might be reduced in order to preserve only login information for
archival purposes.

17.3. Audit Configuration

User space support for event auditing is installed as part of the base FreeBSD operating system. Kernel support
is available in the GENERIC kernel by default, and auditd(8) can be enabled by adding the following line to /etc/

rc.conf:

auditd enable="YES"

Then, start the audit daemon:

# service auditd start

Users who prefer to compile a custom kernel must include the following line in their custom kernel configuration

file:

options AUDIT

17.3.1. Event Selection Expressions

Selection expressions are used in a number of places in the audit configuration to determine which events should
be audited. Expressions contain a list of event classes to match. Selection expressions are evaluated from left to
right, and two expressions are combined by appending one onto the other.

Table 17.1, “Default Audit Event Classes” summarizes the default audit event classes:

Table 17.1. Default Audit Event Classes

Class Name Description Action
all all Match all event classes.
aa authentication and authorization
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Class Name Description Action

ad administrative Administrative actions performed
on the system as a whole.

ap application Application defined action.

cl file close Audit calls to the close system call.

ex exec Audit program execution. Auditing
of command line arguments and en-
vironmental variables is controlled
via audit_control(5) using the argv
and envv parameters to the policy
setting.

fa file attribute access Audit the access of object attributes
such as stat(1) and pathconf{(2).

fc file create Audit events where afile is created as
aresult.

fd file delete Audit events where file deletion oc-
curs.

fm file attribute modify Audit events where file attribute
modification occurs, such as by
chown(8), chflags(1), and flock(2).

fr file read Audit events in which data is read or
files are opened for reading.

fw file write Audit events in which data is written
or files are written or modified.

io ioctl Audit use of the ioctl system call.

ip ipc Audit various forms of Inter-Process
Communication, including POSIX
pipes and System V IPC operations.

lo login_logout Audit login(1) and logout(1) events.

na non attributable Audit non-attributable events.

no invalid class Match no audit events.

nt network Audit events related to network ac-
tions such as connect(2) and ac-
cept(2).

ot other Audit miscellaneous events.

pc process Audit process operations such as ex-

ec(3) and exit(3).

These audit event classes may be customized by modifying the audit class and audit_event configuration files.

Each audit event class may be combined with a prefix indicating whether successful/failed operations are matched,
and whether the entry is adding or removing matching for the class and type. Table 17.2, “Prefixes for Audit Event
Classes” summarizes the available prefixes:

Table 17.2. Prefixes for Audit Event Classes

Prefix

Action

+

Audit successful events in this class.

Audit failed events in this class.
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Configuration Files

Prefix Action

A Audit neither successful nor failed events in this class.
At Do not audit successful events in this class.

A- Do not audit failed events in this class.

If no prefix is present, both successful and failed instances of the event will be audited.

The following example selection string selects both successful and failed login/logout events, but only successful
execution events:

lo, +ex

17.3.2. Configuration Files
The following configuration files for security event auditing are found in /etc/security:
+ audit class: contains the definitions of the audit classes.

+ audit control: controls aspects of the audit subsystem, such as default audit classes, minimum disk space to
leave on the audit log volume, and maximum audit trail size.

+ audit event: textual names and descriptions of system audit events and a list of which classes each event is in.
+ audit user: user-specific audit requirements to be combined with the global defaults at login.

+ audit_warn: a customizable shell script used by auditd(8) to generate warning messages in exceptional situa-
tions, such as when space for audit records is running low or when the audit trail file has been rotated.

Warning
O Audit configuration files should be edited and maintained carefully, as errors in configura-
tion may result in improper logging of events.

In most cases, administrators will only need to modify audit control and audit user. The first file controls sys-
tem-wide audit properties and policies and the second file may be used to fine-tune auditing by user.

17.3.2.1. The audit_control File

A number of defaults for the audit subsystem are specified in audit control:

dir:/var/audit
dist:off
flags:lo,aa
minfree:5
naflags:lo,aa
policy:cnt,argv
filesz:2M
expire-after:10M

The dir entry is used to set one or more directories where audit logs will be stored. If more than one directory
entry appears, they will be used in order as they fill. It is common to configure audit so that audit logs are stored
on a dedicated file system, in order to prevent interference between the audit subsystem and other subsystems
if the file system fills.

If the dist field is set to on or yes, hard links will be created to all trail files in /var/audit/dist .
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The flags field sets the system-wide default preselection mask for attributable events. In the example above,
successful and failed login/logout events as well as authentication and authorization are audited for all users.

The minfree entry defines the minimum percentage of free space for the file system where the audit trail is stored.

The naflags entry specifies audit classes to be audited for non-attributed events, such as the login/logout process
and authentication and authorization.

The policy entry specifies a comma-separated list of policy flags controlling various aspects of audit behavior.
The cnt indicates that the system should continue running despite an auditing failure (this flag is highly recom-
mended). The other flag, argv, causes command line arguments to the execve(2) system call to be audited as part
of command execution.

The filesz entry specifies the maximum size for an audit trail before automatically terminating and rotating the
trail file. A value of 0 disables automatic log rotation. If the requested file size is below the minimum of 512k, it
will be ignored and a log message will be generated.

The expire-after field specifies when audit log files will expire and be removed.
17.3.2.2. The audit_user File

The administrator can specify further audit requirements for specific users in audit_user. Each line configures
auditing for a user via two fields: the alwaysaudit field specifies a set of events that should always be audited for
the user, and the neveraudit field specifies a set of events that should never be audited for the user.

The following example entries audit login/logout events and successful command execution for root and file cre-
ation and successful command execution for www. If used with the default audit control, the 1o entry for root is
redundant, and login/logout events will also be audited for www.

root:lo,+ex:no
www: fc,+ex:no

17.4. Working with Audit Trails

Since audit trails are stored in the BSM binary format, several built-in tools are available to modify or convert these
trails to text. To convert trail files to a simple text format, use praudit. To reduce the audit trail file for analysis,
archiving, or printing purposes, use auditreduce. This utility supports a variety of selection parameters, including
event type, event class, user, date or time of the event, and the file path or object acted on.

For example, to dump the entire contents of a specified audit log in plain text:

# praudit /var/audit/ AUDITFILE
Where AUDITFILE is the audit log to dump.

Audit trails consist of a series of audit records made up of tokens, which praudit prints sequentially, one per line.
Each token is of a specific type, such as header (an audit record header) or path (a file path from a name lookup).
The following is an example of an execve event:

header,133,10,execve(2),0,Mon Sep 25 15:58:03 2006, + 384 msec

exec arg, finger,doug

path, /usr/bin/finger

attribute, 555, root,wheel, 90,24918,104944

subject, robert, root,wheel, root,wheel,38439,38032,42086,128.232.9.100
return,success,0

trailer, 133

This audit represents a successful execve call, in which the command finger doug has been run. The exec arg
token contains the processed command line presented by the shell to the kernel. The path token holds the path to
the executable as looked up by the kernel. The attribute token describes the binary and includes the file mode.
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The subject token stores the audit user ID, effective user ID and group ID, real user ID and group ID, process ID,
session ID, port ID, and login address. Notice that the audit user ID and real user ID differ as the user robert
switched to the root account before running this command, but it is audited using the original authenticated user.
The return token indicates the successful execution and the trailer concludes the record.

XML output format is also supported and can be selected by including -x.

Since audit logs may be very large, a subset of records can be selected using auditreduce. This example selects all
audit records produced for the user trhodes stored in AUDITFILE:

# auditreduce -u trhodes /var/audit/ AUDITFILE | praudit

Members of the audit group have permission to read audit trails in /var/audit . By default, this group is empty,
so only the root user can read audit trails. Users may be added to the audit group in order to delegate audit
review rights. As the ability to track audit log contents provides significant insight into the behavior of users and
processes, it is recommended that the delegation of audit review rights be performed with caution.

17.4.1. Live Monitoring Using Audit Pipes

Audit pipes are cloning pseudo-devices which allow applications to tap the live audit record stream. This is pri-
marily of interest to authors of intrusion detection and system monitoring applications. However, the audit pipe
device is a convenient way for the administrator to allow live monitoring without running into problems with
audit trail file ownership or log rotation interrupting the event stream. To track the live audit event stream:

# praudit /dev/auditpipe

By default, audit pipe device nodes are accessible only to the root user. To make them accessible to the members
of the audit group, add a devfs rule to /etc/devfs.rules:

add path 'auditpipe*' mode 0440 group audit

See devfs.rules(5) for more information on configuring the devfs file system.

Warning

o It is easy to produce audit event feedback cycles, in which the viewing of each audit event
results in the generation of more audit events. For example, if all network 1/0 is audited, and
praudit is run from an SSH session, a continuous stream of audit events will be generated
at a high rate, as each event being printed will generate another event. For this reason, it
is advisable to run praudit on an audit pipe device from sessions without fine-grained 1/0
auditing.

17.4.2. Rotating and Compressing Audit Trail Files

Audit trails are written to by the kernel and managed by the audit daemon, auditd(8). Administrators should not
attempt to use newsyslog.conf(5) or other tools to directly rotate audit logs. Instead, audit should be used to shut
down auditing, reconfigure the audit system, and perform log rotation. The following command causes the audit
daemon to create a new audit log and signal the kernel to switch to using the new log. The old log will be terminated
and renamed, at which point it may then be manipulated by the administrator:

# audit -n
If auditd(8) is not currently running, this command will fail and an error message will be produced.

Adding the following line to /etc/crontab will schedule this rotation every twelve hours:

0 */12 * * * root /usr/sbin/audit -n
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The change will take effect once /etc/crontab is saved.

Automatic rotation of the audit trail file based on file size is possible using filesz in audit control as described
in Section 17.3.2.1, “The audit control File”.

As audit trail files can become very large, it is often desirable to compress or otherwise archive trails once they
have been closed by the audit daemon. The audit warn script can be used to perform customized operations for a
variety of audit-related events, including the clean termination of audit trails when they are rotated. For example,
the following may be added to /etc/security/audit warn to compress audit trails on close:

#
# Compress audit trail files on close.
#
if [ "$1" = closefile ]; then
gzip -9 $2
fi

Other archiving activities might include copying trail files to a centralized server, deleting old trail files, or reduc-
ing the audit trail to remove unneeded records. This script will be run only when audit trail files are cleanly ter-
minated. It will not be run on trails left unterminated following an improper shutdown.
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18.1. Synopsis

This chapter covers the use of disks and storage media in FreeBSD. This includes SCSI and IDE disks, CD and DVD
media, memory-backed disks, and USB storage devices.

After reading this chapter, you will know:

+ How to add additional hard disks to a FreeBSD system.

+ How to grow the size of a disk's partition on FreeBSD.

+ How to configure FreeBSD to use USB storage devices.

+ How to use CD and DVD media on a FreeBSD system.

+ How to use the backup programs available under FreeBSD.

+ How to set up memory disks.

+ What file system snapshots are and how to use them efficiently.
+ How to use quotas to limit disk space usage.

+ How to encrypt disks and swap to secure them against attackers.
+ How to configure a highly available storage network.

Before reading this chapter, you should:

+ Know how to configure and install a new FreeBSD kernel.

18.2. Adding Disks

Originally contributed by David O'Brien.

This section describes how to add a new SATA disk to a machine that currently only has a single drive. First, turn
off the computer and install the drive in the computer following the instructions of the computer, controller, and
drive manufacturers. Reboot the system and become root.

Inspect /var/run/dmesg.boot to ensure the new disk was found. In this example, the newly added SATA drive
will appear as adal.

For this example, a single large partition will be created on the new disk. The GPT partitioning scheme will be used
in preference to the older and less versatile MBR scheme.

Note
S If the disk to be added is not blank, old partition information can be removed with gpart
delete. See gpart(8) for details.

The partition scheme is created, and then a single partition is added. To improve performance on newer disks with
larger hardware block sizes, the partition is aligned to one megabyte boundaries:
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# gpart create -s GPT adal
# gpart add -t freebsd-ufs -a 1M adal

Depending on use, several smaller partitions may be desired. See gpart(8) for options to create partitions smaller
than a whole disk.

The disk partition information can be viewed with gpart show:

% gpart show adal

> 34 1465146988 adal GPT (699G)
34 2014 - free - (1.0M)
2048 1465143296 1 freebsd-ufs (699G)
1465145344 1678 - free - (839K)

A file system is created in the new partition on the new disk:
# newfs -U /dev/adalpl

An empty directory is created as a mountpoint, a location for mounting the new disk in the original disk's file system:
# mkdir /newdisk

Finally, an entry is added to /etc/fstab so the new disk will be mounted automatically at startup:
/dev/adalpl /newdisk ufs rw 2 2

The new disk can be mounted manually, without restarting the system:

# mount /newdisk

18.3. Resizing and Growing Disks

Originally contributed by Allan Jude.

A disk's capacity can increase without any changes to the data already present. This happens commonly with
virtual machines, when the virtual disk turns out to be too small and is enlarged. Sometimes a disk image is written
to a USB memory stick, but does not use the full capacity. Here we describe how to resize or grow disk contents to
take advantage of increased capacity.

Determine the device name of the disk to be resized by inspecting /var/run/dmesg.boot . In this example, there
is only one SATA disk in the system, so the drive will appear as ada0.

List the partitions on the disk to see the current configuration:

# gpart show ada@

= 34 83886013 ada® GPT (48G) [CORRUPT]
34 128 1 freebsd-boot (64k)
162 79691648 2 freebsd-ufs (38G)
79691810 4194236 3 freebsd-swap (2G)
83886046 1 - free - (512B)

Note
3 If the disk was formatted with the GPT partitioning scheme, it may show as “corrupted”
because the GPT backup partition table is no longer at the end of the drive. Fix the backup
partition table with gpart:

# gpart recover ada@
ada0® recovered
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Now the additional space on the disk is available for use by a new partition, or an existing partition can be expanded:

# gpart show ada@

= 34 102399933 ada® GPT (48G)
34 128 1 freebsd-boot (64k)
162 79691648 2 freebsd-ufs (38G)
79691810 4194236 3 freebsd-swap (2G)
83886046 18513921 - free - (8.8G)

Partitions can only be resized into contiguous free space. Here, the last partition on the disk is the swap partition,
but the second partition is the one that needs to be resized. Swap partitions only contain temporary data, so it can
safely be unmounted, deleted, and then recreate the third partition after resizing the second partition.

Disable the swap partition:

# swapoff /dev/adaOp3

Delete the third partition, specified by the -1 flag, from the disk ada@.

# gpart delete -i 3 ada@
adaOp3 deleted
# gpart show ada@

=> 34 102399933 ada® GPT (48G)
34 128 1 freebsd-boot (64k)
162 79691648 2 freebsd-ufs (38G)
79691810 22708157 - free - (10G)

Warning

O There is risk of data loss when modifying the partition table of a mounted file system. It
is best to perform the following steps on an unmounted file system while running from a
live CD-ROM or USB device. However, if absolutely necessary, a mounted file system can be
resized after disabling GEOM safety features:

# sysctl kern.geom.debugflags=16

Resize the partition, leaving room to recreate a swap partition of the desired size. The partition to resize is specified
with -1, and the new desired size with -s. Optionally, alignment of the partition is controlled with -a. This only
modifies the size of the partition. The file system in the partition will be expanded in a separate step.

# gpart resize -i 2 -s 47G -a 4k ada@
adalp2 resized
# gpart show ada@

= 34 102399933 ada® GPT (48G)
34 128 1 freebsd-boot (64k)
162 98566144 2 freebsd-ufs (47G)
98566306 3833661 - free - (1.8G)

Recreate the swap partition and activate it. If no size is specified with -s, all remaining space is used:

# gpart add -t freebsd-swap -a 4k ada@
adaOp3 added
# gpart show ada0

=> 34 102399933 ada® GPT (48G)
34 128 1 freebsd-boot (64k)
162 98566144 2 freebsd-ufs (47G)
98566306 3833661 3 freebsd-swap (1.8G)

# swapon /dev/adaOp3

Grow the UFS file system to use the new capacity of the resized partition:
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# growfs /dev/adaOp2

Device is mounted read-write; resizing will result in temporary write suspension for /.
It's strongly recommended to make a backup before growing the file system.
0K to grow file system on /dev/ada@p2, mounted on /, from 38GB to 47GB? [Yes/No] Yes
super-block backups (for fsck -b #) at:

80781312, 82063552, 83345792, 84628032, 85910272, 87192512, 88474752,

89756992, 91039232, 92321472, 93603712, 94885952, 96168192, 97450432

If the file system is ZFS, the resize is triggered by running the online subcommand with -e:

# zpool online -e zroot /dev/adaOp2

Both the partition and the file system on it have now been resized to use the newly-available disk space.

18.4. USB Storage Devices

Contributed by Marc Fonvieille.

Many external storage solutions, such as hard drives, USB thumbdrives, and CD and DVD burners, use the Universal
Serial Bus (USB). FreeBSD provides support for USB 1.x, 2.0, and 3.0 devices.

Note

E USB 3.0 support is not compatible with some hardware, including Haswell (Lynx point)
chipsets. If FreeBSD boots with a failed with error 19 message, disable xHCI/USB3 in the sys-
tem BIOS.

Support for USB storage devices is built into the GENERIC kernel. For a custom kernel, be sure that the following
lines are present in the kernel configuration file:

device scbus # SCSI bus (required for ATA/SCSI)

device da # Direct Access (disks)

device pass # Passthrough device (direct ATA/SCSI access)
device uhci # provides USB 1.x support

device ohci # provides USB 1.x support

device ehci # provides USB 2.0 support

device xhci # provides USB 3.0 support

device usb # USB Bus (required)

device umass # Disks/Mass storage - Requires scbus and da
device cd # needed for CD and DVD burners

FreeBSD uses the umass(4) driver which uses the SCSI subsystem to access USB storage devices. Since any USB
device will be seen as a SCSI device by the system, if the USB device is a CD or DVD burner, do not include device
atapicam in a custom kernel configuration file.

The rest of this section demonstrates how to verify that a USB storage device is recognized by FreeBSD and how
to configure the device so that it can be used.

18.4.1. Device Configuration

To test the USB configuration, plug in the USB device. Use dmesg to confirm that the drive appears in the system
message buffer. It should look something like this:

umassO: <STECH Simple Drive, class 0/0, rev 2.00/1.04, addr 3> on usbus0
umassO: SCSI over Bulk-Only; quirks = 0x0100

umass0:4:0:-1: Attached to scbus4

da® at umass-sim® bus O scbus4 target 0 lun 0

da®: <STECH Simple Drive 1.04> Fixed Direct Access SCSI-4 device
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da0: Serial Number WD-WXE508CAN263

dal: 40.000MB/s transfers

da0: 152627MB (312581808 512 byte sectors: 255H 63S/T 19457C)
da0: quirks=0x2<NO 6 BYTE>

The brand, device node (da0), speed, and size will differ according to the device.

Since the USB device is seen as a SCSI one, camcontrol can be used to list the USB storage devices attached to the
system:

# camcontrol devlist
<STECH Simple Drive 1.04> at scbus4 target 0 lun 0 (pass3,da0)

Alternately, usbconfig can be used to list the device. Refer to usbconfig(8) for more information about this com-
mand.

# usbconfig
ugen0.3: <Simple Drive STECH> at usbus0, cfg=0 md=HOST spd=HIGH (480Mbps) pwr=0N (2mA)

If the device has not been formatted, refer to Section 18.2, “Adding Disks” for instructions on how to format and
create partitions on the USB drive. If the drive comes with a file system, it can be mounted by root using the
instructions in Section 3.7, “Mounting and Unmounting File Systems”.

Warning

o Allowing untrusted users to mount arbitrary media, by enabling vfs.usermount as described
below, should not be considered safe from a security point of view. Most file systems were
not built to safeguard against malicious devices.

To make the device mountable as a normal user, one solution is to make all users of the device a member of the
operator group using pw(8). Next, ensure that operator is able to read and write the device by adding these lines
to /etc/devfs.rules:

[Localrules=5]
add path 'da*' mode 0660 group operator

Note
@ If internal SCSI disks are also installed in the system, change the second line as follows:

add path 'da[3-9]*' mode 0660 group operator

This will exclude the first three SCSI disks (da6 to da2)from belonging to the operator group.
Replace 3 with the number of internal SCSI disks. Refer to devfs.rules(5) for more information
about this file.

Next, enable the ruleset in /etc/rc.conf :

devfs system ruleset="localrules"

Then, instruct the system to allow regular users to mount file systems by adding the following line to /etc/
sysctl.conf:

vfs.usermount=1

Since this only takes effect after the next reboot, use sysctl to set this variable now:
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# sysctl vfs.usermount=1
vfs.usermount: 0 -> 1

The final step is to create a directory where the file system is to be mounted. This directory needs to be owned by
the user that is to mount the file system. One way to do that is for root to create a subdirectory owned by that
user as /mnt/ username. In the following example, replace username with the login name of the user and usergroup
with the user's primary group:

# mkdir /mnt/ username
# chown username :usergroup /mnt/username

Suppose a USB thumbdrive is plugged in, and a device /dev/da@s1 appears. If the device is formatted with a FAT
file system, the user can mount it using:

% mount -t msdosfs -o -m=644,-M=755 /dev/da@sl /mnt/ username

Before the device can be unplugged, it must be unmounted first:

% umount /mnt/ username

After device removal, the system message buffer will show messages similar to the following:

umass0: at uhub3, port 2, addr 3 (disconnected)

dad at umass-sim® bus O scbus4 target 0 lun 0O

da®: <STECH Simple Drive 1.04> s/n WD-WXE508CAN263 detached
(da®:umass-sim0:0:0:0): Periph destroyed

18.4.2. Automounting Removable Media

USB devices can be automatically mounted by uncommenting this line in /etc/auto_master:

/media -media -nosuid
Then add these lines to /etc/devd. conf:
notify 100 {

match "system" "GEOM";

match "subsystem" "DEV";

action "/usr/sbin/automount -c";

Ji3
Reload the configuration if autofs(5) and devd(8) are already running:

# service automount restart
# service devd restart

autofs(5) can be set to start at boot by adding this line to /etc/rc.conf :

autofs enable="YES"
autofs(5) requires devd(8) to be enabled, as it is by default.

Start the services immediately with:

# service automount start

# service automountd start
# service autounmountd start
# service devd start

Each file system that can be automatically mounted appears as a directory in /media/. The directory is named after
the file system label. If the label is missing, the directory is named after the device node.

The file system is transparently mounted on the first access, and unmounted after a period of inactivity. Auto-
mounted drives can also be unmounted manually:

# automount -fu
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This mechanism is typically used for memory cards and USB memory sticks. It can be used with any block device,
including optical drives or iSCSI LUNs.

18.5. Creating and Using CD Media
Contributed by Mike Meyer.

Compact Disc (CD) media provide a number of features that differentiate them from conventional disks. They are
designed so that they can be read continuously without delays to move the head between tracks. While CD media
do have tracks, these refer to a section of data to be read continuously, and not a physical property of the disk. The
IS0 9660 file system was designed to deal with these differences.

The FreeBSD Ports Collection provides several utilities for burning and duplicating audio and data CDs. This chapter
demonstrates the use of several command line utilities. For CD burning software with a graphical utility, consider
installing the sysutils/xcdroast or sysutils/k3b packages or ports.

18.5.1. Supported Devices

Contributed by Marc Fonvieille.

The GENERIC kernel provides support for SCSI, USB, and ATAPI CD readers and burners. If a custom kernel is used,
the options that need to be present in the kernel configuration file vary by the type of device.

For a SCSI burner, make sure these options are present:

device scbus # SCSI bus (required for ATA/SCSI)

device da # Direct Access (disks)

device pass # Passthrough device (direct ATA/SCSI access)
device cd # needed for CD and DVD burners

For a USB burner, make sure these options are present:

device scbus # SCSI bus (required for ATA/SCSI)

device da # Direct Access (disks)

device pass # Passthrough device (direct ATA/SCSI access)
device cd # needed for CD and DVD burners

device uhci # provides USB 1.x support

device ohci # provides USB 1.x support

device ehci # provides USB 2.0 support

device xhci # provides USB 3.0 support

device usb # USB Bus (required)

device umass # Disks/Mass storage - Requires scbus and da

For an ATAPI burner, make sure these options are present:

device ata # Legacy ATA/SATA controllers

device scbus # SCSI bus (required for ATA/SCSI)

device pass # Passthrough device (direct ATA/SCSI access)
device cd # needed for CD and DVD burners

Note
@ On FreeBSD versions prior to 10.x, this line is also needed in the kernel configuration file if
the burner is an ATAPI device:

device atapicam

Alternately, this driver can be loaded at boot time by adding the following line to /boot/
loader.conf :
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This will require a reboot of the system as this driver can only be loaded at boot time.

To verify that FreeBSD recognizes the device, run dmesg and look for an entry for the device. On systems prior to
10.x, the device name in the first line of the output will be acd® instead of cdo.

18.5.2. Burning a CD

In FreeBSD, cdrecord can be used to burn CDs. This command is installed with the sysutils/cdrtools package or
port.

While cdrecord has many options, basic usage is simple. Specify the name of the ISO file to burn and, if the system
has multiple burner devices, specify the name of the device to use:

To determine the device name of the burner, use -scanbus which might produce results like this:

Locate the entry for the CD burner and use the three numbers separated by commas as the value for dev. In this
case, the Yamaha burner device is 1,5,0, so the appropriate input to specify that device is dev=1,5,0 . Refer to
the manual page for cdrecord for other ways to specify this value and for information on writing audio tracks
and controlling the write speed.

Alternately, run the following command to get the device address of the burner:

Use the numeric values for scbus, target, and lun. For this example, 1,0, 0 is the device name to use.
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18.5.3. Writing Data to an ISO File System

In order to produce a data CD, the data files that are going to make up the tracks on the CD must be prepared before
they can be burned to the CD. In FreeBSD, sysutils/cdrtools installs mkisofs, which can be used to produce an 1SO
9660 file system that is an image of a directory tree within a UNIX® file system. The simplest usage is to specify
the name of the ISO file to create and the path to the files to place into the 1SO 9660 file system:

# mkisofs -o imagefile.iso /path/to/tree

This command maps the file names in the specified path to names that fit the limitations of the standard 1SO 9660
file system, and will exclude files that do not meet the standard for ISO file system:s.

A number of options are available to overcome the restrictions imposed by the standard. In particular, -R enables
the Rock Ridge extensions common to UNIX® systems and -J enables Joliet extensions used by Microsoft® sys-
tems.

For CDs that are going to be used only on FreeBSD systems, -U can be used to disable all filename restrictions. When
used with -R, it produces a file system image that is identical to the specified FreeBSD tree, even if it violates the
1SO 9660 standard.

The last option of general use is -b. This is used to specify the location of a boot image for use in producing an “El
Torito” bootable CD. This option takes an argument which is the path to a boot image from the top of the tree being
written to the CD. By default, mkisofs creates an ISO image in “floppy disk emulation” mode, and thus expects
the boot image to be exactly 1200, 1440 or 2880 KB in size. Some boot loaders, like the one used by the FreeBSD
distribution media, do not use emulation mode. In this case, -no-emul-boot should be used. So, if /tmp/myboot
holds abootable FreeBSD system with the boot image in /tmp/myboot/boot/cdboot , this command would produce
/tmp/bootable.iso :

# mkisofs -R -no-emul-boot -b boot/cdboot -o /tmp/bootable.iso /tmp/myboot

The resulting ISO image can be mounted as a memory disk with:

# mdconfig -a -t vnode -f /tmp/bootable.iso -u 0
# mount -t cd9660 /dev/md® /mnt

One can then verify that /mnt and /tmp/myboot are identical.

There are many other options available for mkisofs to fine-tune its behavior. Refer to mkisofs(8) for details.

Note

@ It is possible to copy a data CD to an image file that is functionally equivalent to the image
file created with mkisofs. To do so, use dd with the device name as the input file and the
name of the ISO to create as the output file:

# dd if=/dev/ cd@ of=file.iso bs=2048

The resulting image file can be burned to CD as described in Section 18.5.2, “Burning a CD”.

18.5.4. Using Data CDs

Once an ISO has been burned to a CD, it can be mounted by specifying the file system type, the name of the device
containing the CD, and an existing mount point:

# mount -t cd9660 /dev/cd® /mnt

Since mount assumes that a file system is of type ufs, a Incorrect super block error will occur if -t cd9660 is not
included when mounting a data CD.
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While any data CD can be mounted this way, disks with certain ISO 9660 extensions might behave oddly. For ex-
ample, Joliet disks store all filenames in two-byte Unicode characters. If some non-English characters show up as
question marks, specify the local charset with -C. For more information, refer to mount_cd9660(8).

Note

@ In order to do this character conversion with the help of -C, the kernel requires the
€d9660 iconv.ko module to be loaded. This can be done either by adding this line to
loader.conf :

cd9660 iconv_load="YES"

and then rebooting the machine, or by directly loading the module with kldload.

Occasionally, Device not configured will be displayed when trying to mount a data CD. This usually means that
the CD drive has not detected a disk in the tray, or that the drive is not visible on the bus. It can take a couple of
seconds for a CD drive to detect media, so be patient.

Sometimes, a SCSI CD drive may be missed because it did not have enough time to answer the bus reset. To resolve
this, a custom kernel can be created which increases the default SCSI delay. Add the following option to the custom
kernel configuration file and rebuild the kernel using the instructions in Section 8.5, “Building and Installing a
Custom Kernel”:

options SCSI_DELAY=15000

This tells the SCSI bus to pause 15 seconds during boot, to give the CD drive every possible chance to answer the
bus reset.

Note
@ It is possible to burn a file directly to CD, without creating an I1SO 9660 file system. This is
known as burning a raw data CD and some people do this for backup purposes.

This type of disk can not be mounted as a normal data CD. In order to retrieve the data burned
to such a CD, the data must be read from the raw device node. For example, this command
will extract a compressed tar file located on the second CD device into the current working
directory:

# tar xzvf /dev/ cdl

In order to mount a data CD, the data must be written using mkisofs.

18.5.5. Duplicating Audio CDs
To duplicate an audio CD, extract the audio data from the CD to a series of files, then write these files to a blank CD.

Procedure 18.1, “Duplicating an Audio CD” describes how to duplicate and burn an audio CD. If the FreeBSD ver-
sion is less than 10.0 and the device is ATAPI, the atapicam module must be first loaded using the instructions in
Section 18.5.1, “Supported Devices”.

Procedure 18.1. Duplicating an Audio CD

1.  The sysutils/cdrtools package or port installs cdda2wav. This command can be used to extract all of the audio
tracks, with each track written to a separate WAV file in the current working directory:
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% cdda2wav -vall -B -Owav

A device name does not need to be specified if there is only one CD device on the system. Refer to the cdda2wav
manual page for instructions on how to specify a device and to learn more about the other options available
for this command.

2.  Use cdrecord to write the .wav files:
% cdrecord -v dev=2,0 -dao -useinfo *.wav

Make sure that 2, 0 is set appropriately, as described in Section 18.5.2, “Burning a CD”.

18.6. Creating and Using DVD Media

Contributed by Marc Fonvieille.
With inputs from Andy Polyakov.

Compared to the CD, the DVD is the next generation of optical media storage technology. The DVD can hold more
data than any CD and is the standard for video publishing.

Five physical recordable formats can be defined for a recordable DVD:

+ DVD-R: This was the first DVD recordable format available. The DVD-R standard is defined by the DVD Forum.
This format is write once.

« DVD-RW: This is the rewritable version of the DVD-R standard. A DVD-RW can be rewritten about 1000 times.

« DVD-RAM: This is a rewritable format which can be seen as a removable hard drive. However, this media is not
compatible with most DVD-ROM drives and DVD-Video players as only a few DVD writers support the DVD-RAM
format. Refer to Section 18.6.8, “Using a DVD-RAM” for more information on DVD-RAM use.

+ DVD+RW: This is a rewritable format defined by the DVD+RW Alliance. A DVD+RW can be rewritten about 1000
times.

« DVD+R: This format is the write once variation of the DVD+RW format.

A single layer recordable DVD can hold up to 4,700,000,000 bytes which is actually 4.38 GB or 4485 MB as 1 kilobyte
is 1024 bytes.

Note

@ A distinction must be made between the physical media and the application. For example, a
DVD-Video is a specific file layout that can be written on any recordable DVD physical media
such as DVD-R, DVD+R, or DVD-RW. Before choosing the type of media, ensure that both the
burner and the DVD-Video player are compatible with the media under consideration.

18.6.1. Configuration

To perform DVD recording, use growisofs(1). This command is part of the sysutils/dvd+rw-tools utilities which
support all DVD media types.

These tools use the SCSI subsystem to access the devices, therefore ATAPI/CAM support must be loaded or statically
compiled into the kernel. This support is not needed if the burner uses the USB interface. Refer to Section 18.4,
“USB Storage Devices” for more details on USB device configuration.

DMA access must also be enabled for ATAPI devices, by adding the following line to /boot/loader.conf :
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hw.ata.atapi dma="1"

Before attempting to use dvd+rw-tools, consult the Hardware Compatibility Notes.

Note
S For a graphical user interface, consider using sysutils/k3b which provides a user friendly
interface to growisofs(1) and many other burning tools.

18.6.2. Burning Data DVDs

Since growisofs(1) is a front-end to mkisofs, it will invoke mkisofs(8) to create the file system layout and perform
the write on the DVD. This means that an image of the data does not need to be created before the burning process.

To burn to a DVD+R or a DVD-R the data in /path/to/data , use the following command:
# growisofs -dvd-compat -Z /dev/cd® -] -R /path/to/data

In this example, -J -Ris passed to mkisofs(8) to create an 1SO 9660 file system with Joliet and Rock Ridge extensions.
Refer to mkisofs(8) for more details.

For the initial session recording, - Z is used for both single and multiple sessions. Replace /dev/cd@ , with the name
of the DVD device. Using -dvd-compat indicates that the disk will be closed and that the recording will be unap-
pendable. This should also provide better media compatibility with DVD-ROM drives.

To burn a pre-mastered image, such as imagefile. iso, use:
# growisofs -dvd-compat -Z /dev/cd0=imagefile.iso

The write speed should be detected and automatically set according to the media and the drive being used. To
force the write speed, use -speed=. Refer to growisofs(1) for example usage.

Note

S In order to support working files larger than 4.38GB, an UDF/1S0-9660 hybrid file system
must be created by passing -udf -iso-level 3 to mkisofs(8) and all related programs, such
as growisofs(1). This is required only when creating an ISO image file or when writing files
directly to a disk. Since a disk created this way must be mounted as an UDF file system with
mount_udf(8), it will be usable only on an UDF aware operating system. Otherwise it will look
as if it contains corrupted files.

To create this type of ISO file:

% mkisofs -R -J -udf -iso-level 3 -o imagefile.iso /path/to/data

To burn files directly to a disk:

# growisofs -dvd-compat -udf -iso-level 3 -Z /dev/cd@ -] -R /path/to/data

When an ISO image already contains large files, no additional options are required for grow-
isofs(1) to burn that image on a disk.

Be sure to use an up-to-date version of sysutils/cdrtools, which contains mkisofs(8), as an
older version may not contain large files support. If the latest version does not work, install
sysutils/cdrtools-devel and read its mkisofs(8).
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18.6.3. Burning a DVD-Video

A DVD-Video is a specific file layout based on the 1SO 9660 and micro-UDF (M-UDF) specifications. Since DVD-
Video presents a specific data structure hierarchy, a particular program such as multimedia/dvdauthor is needed
to author the DVD.

If an image of the DVD-Video file system already exists, it can be burned in the same way as any other image. If
dvdauthor was used to make the DVD and the result is in /path/to/video , the following command should be used
to burn the DVD-Video:

# growisofs -Z /dev/cd@ -dvd-video /path/to/video

-dvd-video is passed to mkisofs(8) to instruct it to create a DVD-Video file system layout. This option implies the
-dvd-compat growisofs(1) option.

18.6.4. Using a DVD+RW

Unlike CD-RW, a virgin DVD+RW needs to be formatted before first use. It is recommended to let growisofs(1) take
care of this automatically whenever appropriate. However, it is possible to use dvd+rw-format to format the DVD
+RW:

# dvd+rw-format /dev/cd0O

Only perform this operation once and keep in mind that only virgin DVD+RW medias need to be formatted. Once
formatted, the DVD+RW can be burned as usual.

To burn a totally new file system and not just append some data onto a DVD+RW, the media does not need to be
blanked first. Instead, write over the previous recording like this:

# growisofs -Z /dev/cd@ -] -R /path/to/newdata

The DVD+RW format supports appending data to a previous recording. This operation consists of merging a new
session to the existing one as it is not considered to be multi-session writing. growisofs(1) will grow the 1SO 9660
file system present on the media.

For example, to append data to a DVD+RW, use the following:

# growisofs -M /dev/cd@® -3 -R /path/to/nextdata

The same mkisofs(8) options used to burn the initial session should be used during next writes.

Note
@ Use -dvd-compat for better media compatibility with DVD-ROM drives. When using DVD
+RW, this option will not prevent the addition of data.

To blank the media, use:

# growisofs -Z /dev/cd0=/dev/zero

18.6.5. Using a DVD-RW

A DVD-RW accepts two disc formats: incremental sequential and restricted overwrite. By default, DVD-RW discs
are in sequential format.

A virgin DVD-RW can be directly written without being formatted. However, a non-virgin DVD-RW in sequential
format needs to be blanked before writing a new initial session.
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To blank a DVD-RW in sequential mode:

# dvd+rw-format -blank=full /dev/cd0O

Note

@ A full blanking using -blank=full will take about one hour on a 1x media. A fast blanking
can be performed using -blank, if the DVD-RW will be recorded in Disk-At-Once (DAO) mode.
To burn the DVD-RW in DAO mode, use the command:

# growisofs -use-the-force-luke=dao -Z /dev/cd0 =imagefile.iso

Since growisofs(1) automatically attempts to detect fast blanked media and engage DAO
write, -use-the-force-luke=dao should not be required.

One should instead use restricted overwrite mode with any DVD-RW as this format is more
flexible than the default of incremental sequential.

To write data on a sequential DVD-RW, use the same instructions as for the other DVD formats:

# growisofs -Z /dev/cd® -3 -R /path/to/data

To append some data to a previous recording, use -M with growisofs(1). However, if data is appended on a DVD-RW
in incremental sequential mode, a new session will be created on the disc and the result will be a multi-session disc.

A DVD-RW in restricted overwrite format does not need to be blanked before a new initial session. Instead, over-
write the disc with -Z. It is also possible to grow an existing 1SO 9660 file system written on the disc with -M. The
result will be a one-session DVD.

To put a DVD-RW in restricted overwrite format, the following command must be used:

# dvd+rw-format /dev/cd0

To change back to sequential format, use:

# dvd+rw-format -blank=full /dev/cd0

18.6.6. Multi-Session

Few DVD-ROM drives support multi-session DVDs and most of the time only read the first session. DVD+R, DVD-R
and DVD-RW in sequential format can accept multiple sessions. The notion of multiple sessions does not exist for
the DVD+RW and the DVD-RW restricted overwrite formats.

Using the following command after an initial non-closed session on a DVD+R, DVD-R, or DVD-RW in sequential
format, will add a new session to the disc:

# growisofs -M /dev/cd@ -] -R /path/to/nextdata

Using this command with a DVD+RW or a DVD-RW in restricted overwrite mode will append data while merging
the new session to the existing one. The result will be a single-session disc. Use this method to add data after an
initial write on these types of media.

Note
@ Since some space on the media is used between each session to mark the end and start of
sessions, one should add sessions with a large amount of data to optimize media space. The
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number of sessions is limited to 154 for a DVD+R, about 2000 for a DVD-R, and 127 for aDVD
+R Double Layer.

18.6.7. For More Information
To obtain more information about a DVD, use dvd+rw-mediainfo /dev/cd@ while the disc in the specified drive.

More information about dvd+rw-tools can be found in growisofs(1), on the dvd+rw-tools web site, and in the cdwrite
mailing list archives.

Note
@ When creating a problem report related to the use of dvd+rw-tools, always include the output

of dvd+rw-mediainfo .

18.6.8. Using a DVD-RAM

DVD-RAM writers can use either a SCSI or ATAPI interface. For ATAPI devices, DMA access has to be enabled by
adding the following line to /boot/loader.conf :

hw.ata.atapi_dma="1"

A DVD-RAM can be seen as a removable hard drive. Like any other hard drive, the DVD-RAM must be formatted
before it can be used. In this example, the whole disk space will be formatted with a standard UFS2 file system:

# dd if=/dev/zero of= /dev/acd® bs=2k count=1
# bsdlabel -Bw acd0@
# newfs /dev/acdd

The DVD device, acd®, must be changed according to the configuration.

Once the DVD-RAM has been formatted, it can be mounted as a normal hard drive:

# mount /dev/acd® /mnt

Once mounted, the DVD-RAM will be both readable and writeable.

18.7. Creating and Using Floppy Disks

This section explains how to format a 3.5 inch floppy disk in FreeBSD.

Procedure 18.2. Steps to Format a Floppy

A floppy disk needs to be low-level formatted before it can be used. This is usually done by the vendor, but format-
ting is a good way to check media integrity. To low-level format the floppy disk on FreeBSD, use fdformat(1). When

using this utility, make note of any error messages, as these can help determine if the disk is good or bad.

1. To format the floppy, insert a new 3.5 inch floppy disk into the first floppy drive and issue:

# /usr/sbin/fdformat -f 1440 /dev/fdo

2. After low-level formatting the disk, create a disk label as it is needed by the system to determine the size of
the disk and its geometry. The supported geometry values are listed in /etc/disktab.
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To write the disk label, use bsdlabel(8):

# /sbin/bsdlabel -B -w /dev/fd0 fd1440

3. The floppy is now ready to be high-level formatted with a file system. The floppy's file system can be either
UFS or FAT, where FAT is generally a better choice for floppies.

To format the floppy with FAT, issue:

# /sbin/newfs_msdos /dev/fd0

The disk is now ready for use. To use the floppy, mount it with mount_msdosfs(8). One can also install and use
emulators/mtools from the Ports Collection.

18.8. Backup Basics

Implementing a backup plan is essential in order to have the ability to recover from disk failure, accidental file
deletion, random file corruption, or complete machine destruction, including destruction of on-site backups.

The backup type and schedule will vary, depending upon the importance of the data, the granularity needed for
file restores, and the amount of acceptable downtime. Some possible backup techniques include:

+ Archives of the whole system, backed up onto permanent, off-site media. This provides protection against all of
the problems listed above, but is slow and inconvenient to restore from, especially for non-privileged users.

» File system snapshots, which are useful for restoring deleted files or previous versions of files.

+ Copies of whole file systems or disks which are synchronized with another system on the network using a sched-
uled net/rsync.

« Hardware or software RAID, which minimizes or avoids downtime when a disk fails.

Typically, a mix of backup techniques is used. For example, one could create a schedule to automate a weekly, full
system backup that is stored off-site and to supplement this backup with hourly ZFS snapshots. In addition, one
could make a manual backup of individual directories or files before making file edits or deletions.

This section describes some of the utilities which can be used to create and manage backups on a FreeBSD system.

18.8.1. File System Backups

The traditional UNIX® programs for backing up a file system are dump(8), which creates the backup, and re-
store(8), which restores the backup. These utilities work at the disk block level, below the abstractions of the files,
links, and directories that are created by file systems. Unlike other backup software, dump backs up an entire file
system and is unable to backup only part of a file system or a directory tree that spans multiple file systems. Instead
of writing files and directories, dump writes the raw data blocks that comprise files and directories.

Note

@ If dump is used on the root directory, it will not back up /home, /usr or many other directories
since these are typically mount points for other file systems or symbolic links into those file
systems.

When used to restore data, restore stores temporary files in /tmp/ by default. When using a recovery disk with a
small /tmp, set TMPDIR to a directory with more free space in order for the restore to succeed.
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When using dump, be aware that some quirks remain from its early days in Version 6 of AT&T UNIX®,circa 1975.
The default parameters assume a backup to a 9-track tape, rather than to another type of media or to the high-
density tapes available today. These defaults must be overridden on the command line.

It is possible to backup a file system across the network to a another system or to a tape drive attached to another
computer. While the rdump(8) and rrestore(8) utilities can be used for this purpose, they are not considered to
be secure.

Instead, one can use dump and restore in a more secure fashion over an SSH connection. This example creates a
full, compressed backup of /usr and sends the backup file to the specified host over a SSH connection.

Example 18.1. Using dqump over ssh

# /sbin/dump -Ouan -f - /usr | gzip -2 | ssh -c blowfish \
targetuser@targetmachine.example.com dd of=/mybigfiles/dump-usr-10.gz

This example sets RSH in order to write the backup to a tape drive on a remote system over a SSH connection:

Example 18.2. Using aump over ssh with rsu Set

# env RSH=/usr/bin/ssh /sbin/dump -Ouan -f targetuser@targetmachine.example.com:/
dev/sa@ /usr

18.8.2. Directory Backups

Several built-in utilities are available for backing up and restoring specified files and directories as needed.

A good choice for making a backup of all of the files in a directory is tar(1). This utility dates back to Version 6 of
AT&T UNIX® and by default assumes a recursive backup to a local tape device. Switches can be used to instead
specify the name of a backup file.

This example creates a compressed backup of the current directory and saves it to /tmp/mybackup.tgz. When
creating a backup file, make sure that the backup is not saved to the same directory that is being backed up.

Example 18.3. Backing Up the Current Directory with tar

# tar czvf /tmp/mybackup.tgz

To restore the entire backup, cd into the directory to restore into and specify the name of the backup. Note that
this will overwrite any newer versions of files in the restore directory. When in doubt, restore to a temporary
directory or specify the name of the file within the backup to restore.
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Example 18.4. Restoring Up the Current Directory with tar

# tar xzvf /tmp/mybackup.tgz

There are dozens of available switches which are described in tar(1). This utility also supports the use of exclude
patterns to specify which files should not be included when backing up the specified directory or restoring files
from a backup.

To create a backup using a specified list of files and directories, cpio(1) is a good choice. Unlike tar, cpio does not
know how to walk the directory tree and it must be provided the list of files to backup.

For example, a list of files can be created using 1s or find. This example creates a recursive listing of the current
directory which is then piped to cpio in order to create an output backup file named /tmp/mybackup. cpio.

Example 18.5. Using 1s and cpio to Make a Recursive Backup of the Current
Directory

# ls -R | cpio -ovF /tmp/mybackup.cpio

A backup utility which tries to bridge the features provided by tar and cpio is pax(1). Over the years, the various
versions of tar and cpio became slightly incompatible. POSIX® created pax which attempts to read and write
many of the various cpio and tar formats, plus new formats of its own.

The pax equivalent to the previous examples would be:

Example 18.6. Backing Up the Current Directory with pax
# pax -wf /tmp/mybackup.pax

18.8.3. Using Data Tapes for Backups

While tape technology has continued to evolve, modern backup systems tend to combine off-site backups with
local removable media. FreeBSD supports any tape drive that uses SCSI, such as LTO or DAT. There is limited support
for SATA and USB tape drives.

For SCSI tape devices, FreeBSD uses the sa(4) driver and the /dev/sa0, /dev/nsa@ , and /dev/esad devices. The
physical device name is /dev/sa@ . When /dev/nsa0 is used, the backup application will not rewind the tape after
writing a file, which allows writing more than one file to a tape. Using /dev/esa0 ejects the tape after the device
is closed.

In FreeBSD, mt is used to control operations of the tape drive, such as seeking through files on a tape or writing
tape control marks to the tape. For example, the first three files on a tape can be preserved by skipping past them
before writing a new file:

# mt -f /dev/nsal fsf 3
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This utility supports many operations. Refer to mt(1) for details.

To write a single file to tape using tar, specify the name of the tape device and the file to backup:

# tar cvf /dev/sa® file

To recover files from a tar archive on tape into the current directory:

# tar xvf /dev/sa0d

To backup a UFS file system, use dump. This examples backs up /usr without rewinding the tape when finished:
# dump -0GaL -b64 -f /dev/nsa@ /usr
To interactively restore files from a dump file on tape into the current directory:

# restore -i -f /dev/nsa0

18.8.4. Third-Party Backup Utilities

The FreeBSD Ports Collection provides many third-party utilities which can be used to schedule the creation of
backups, simplify tape backup, and make backups easier and more convenient. Many of these applications are
client/server based and can be used to automate the backups of a single system or all of the computers in a network.

Popular utilities include Amanda, Bacula, rsync, and duplicity.

18.8.5. Emergency Recovery

In addition to regular backups, it is recommended to perform the following steps as part of an emergency pre-
paredness plan.

Create a print copy of the output of the following commands:

* gpart show

* more /etc/fstab

¢ dmesg

Store this printout and a copy of the installation media in a secure location. Should an emergency restore be need-

ed, boot into the installation media and select Live CD to access a rescue shell. This rescue mode can be used to
view the current state of the system, and if needed, to reformat disks and restore data from backups.

Note

S The installation media for FreeBSD/i386 11.2-RELEASE does not include a
rescue shell. For this version, instead download and burn a Livefs CD
image from ftp://ftp.FreeBSD.org/pub/FreeBSD/releases/i386/1S0-IMAGES/11.2/
FreeBSD-11.2-RELEASE-i386-1livefs.iso.

Next, test the rescue shell and the backups. Make notes of the procedure. Store these notes with the media, the
printouts, and the backups. These notes may prevent the inadvertent destruction of the backups while under the
stress of performing an emergency recovery.

For an added measure of security, store the latest backup at a remote location which is physically separated from
the computers and disk drives by a significant distance.
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18.9. Memory Disks

Reorganized and enhanced by Marc Fonvieille.

In addition to physical disks, FreeBSD also supports the creation and use of memory disks. One possible use for a
memory disk is to access the contents of an ISO file system without the overhead of first burning it to a CD or DVD,
then mounting the CD/DVD media.

In FreeBSD, the md(4) driver is used to provide support for memory disks. The GENERIC kernel includes this driver.
When using a custom kernel configuration file, ensure it includes this line:

device md

18.9.1. Attaching and Detaching Existing Images

To mount an existing file system image, use mdconfig to specify the name of the ISO file and a free unit number.
Then, refer to that unit number to mount it on an existing mount point. Once mounted, the files in the 1SO will
appear in the mount point. This example attaches diskimage.iso to the memory device /dev/md® then mounts
that memory device on /mnt:

# mdconfig -f diskimage.iso -u 0
# mount -t cd9660 /dev/md 0 /mnt

Notice that -t ¢d9660 was used to mount an ISO format. If a unit number is not specified with -u, mdconfig will
automatically allocate an unused memory device and output the name of the allocated unit, such as md4. Refer to
mdconfig(8) for more details about this command and its options.

When a memory disk is no longer in use, its resources should be released back to the system. First, unmount the file
system, then use mdconfig to detach the disk from the system and release its resources. To continue this example:

# umount /mnt
# mdconfig -d -u @

To determine if any memory disks are still attached to the system, type mdconfig -1.

18.9.2. Creating a File- or Memory-Backed Memory Disk

FreeBSD also supports memory disks where the storage to use is allocated from either a hard disk or an area of
memory. The first method is commonly referred to as a file-backed file system and the second method as a mem-
ory-backed file system. Both types can be created using mdconfig.

To create a new memory-backed file system, specify a type of swap and the size of the memory disk to create. Then,
format the memory disk with a file system and mount as usual. This example creates a 5M memory disk on unit 1.
That memory disk is then formatted with the UFS file system before it is mounted:

# mdconfig -a -t swap -s 5m -u 1

# newfs -U md1

/dev/mdl: 5.0MB (10240 sectors) block size 16384, fragment size 2048
using 4 cylinder groups of 1.27MB, 81 blks, 192 inodes.
with soft updates

super-block backups (for fsck -b #) at:

160, 2752, 5344, 7936
# mount /dev/md 1 /mnt

# df /mnt
Filesystem 1K-blocks Used Avail Capacity Mounted on
/dev/md1 4718 4 4338 0% /mnt

To create a new file-backed memory disk, first allocate an area of disk to use. This example creates an empty 5MB
file named newimage:

# dd if=/dev/zero of= newimage bs=1k count= 5k
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512040 records in
5120+0 records out

Next, attach that file to a memory disk, label the memory disk and format it with the UFS file system, mount the
memory disk, and verify the size of the file-backed disk:

# mdconfig -f newimage -u 0
# bsdlabel -w md 6 auto
# newfs -U mdo0a
/dev/mdOa: 5.0MB (10224 sectors) block size 16384, fragment size 2048
using 4 cylinder groups of 1.25MB, 80 blks, 192 inodes.
super-block backups (for fsck -b #) at:
160, 2720, 5280, 7840
# mount /dev/md @a /mnt

# df /mnt
Filesystem 1K-blocks Used Avail Capacity Mounted on
/dev/mdOa 4710 4 4330 0% /mnt

It takes several commands to create a file- or memory-backed file system using mdconfig. FreeBSD also comes
with mdmfs which automatically configures a memory disk, formats it with the UFS file system, and mounts it. For
example, after creating newimage with dd, this one command is equivalent to running the bsdlabel, newfs, and
mount commands shown above:

# mdmfs -F newimage -s 5m md@ /mnt
To instead create a new memory-based memory disk with mdmfs, use this one command:

# mdmfs -s 5m mdl /mnt

If the unit number is not specified, mdmfs will automatically select an unused memory device. For more details
about mdmfs , refer to mdmfs(8).

18.10. File System Snapshots
Contributed by Tom Rhodes.
FreeBSD offers a feature in conjunction with Soft Updates: file system snapshots.

UFS snapshots allow a user to create images of specified file systems, and treat them as a file. Snapshot files must
be created in the file system that the action is performed on, and a user may create no more than 20 snapshots per
file system. Active snapshots are recorded in the superblock so they are persistent across unmount and remount
operations along with system reboots. When a snapshot is no longer required, it can be removed using rm(1). While
snapshots may be removed in any order, all the used space may not be acquired because another snapshot will
possibly claim some of the released blocks.

The un-alterable snapshot file flag is set by mksnap_ffs(8) after initial creation of a snapshot file. unlink(1) makes
an exception for snapshot files since it allows them to be removed.

Snapshots are created using mount(8). To place a snapshot of /var in the file /var/snapshot/snap , use the fol-
lowing command:

# mount -u -o snapshot /var/snapshot/snap /var

Alternatively, use mksnap_ffs(8) to create the snapshot:

# mksnap_ffs /var /var/snapshot/snap

One can find snapshot files on a file system, such as /var, using find(1):

# find /var -flags snapshot
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Once a snapshot has been created, it has several uses:

+ Some administrators will use a snapshot file for backup purposes, because the snapshot can be transferred to
CDs or tape.

+ The file system integrity checker, fsck(8), may be run on the snapshot. Assuming that the file system was clean
when it was mounted, this should always provide a clean and unchanging result.

+ Running dump(8) on the snapshot will produce a dump file that is consistent with the file system and the time-
stamp of the snapshot. dump(8) can also take a snapshot, create a dump image, and then remove the snapshot
in one command by using -L.

+ The snapshot can be mounted as a frozen image of the file system. To mount(8) the snapshot /var/snap-
shot/snap run:

# mdconfig -a -t vnode -o readonly -f /var/snapshot/snap -u 4
# mount -r /dev/md4 /mnt

The frozen /var is now available through /mnt. Everything will initially be in the same state it was during the
snapshot creation time. The only exception is that any earlier snapshots will appear as zero length files. To un-
mount the snapshot, use:

# umount /mnt
# mdconfig -d -u 4

For more information about softupdates and file system snapshots, including technical papers, visit Marshall Kirk
McKusick's website at http://www.mckusick.com/ .

18.11. Disk Quotas

Disk quotas can be used to limit the amount of disk space or the number of files a user or members of a group may
allocate on a per-file system basis. This prevents one user or group of users from consuming all of the available
disk space.

This section describes how to configure disk quotas for the UFS file system. To configure quotas on the ZFS file
system, refer to Section 20.4.8, “Dataset, User, and Group Quotas”

18.11.1. Enabling Disk Quotas

To determine if the FreeBSD kernel provides support for disk quotas:

% sysctl kern.features.ufs_quota
kern.features.ufs quota: 1

In this example, the 1 indicates quota support. If the value is instead 0, add the following line to a custom kernel
configuration file and rebuild the kernel using the instructions in Chapter 8, Configuring the FreeBSD Kernel:

options QUOTA

Next, enable disk quotas in /etc/rc.conf :

quota enable="YES"

Normally on bootup, the quota integrity of each file system is checked by quotacheck(8). This program insures that

the data in the quota database properly reflects the data on the file system. This is a time consuming process that
will significantly affect the time the system takes to boot. To skip this step, add this variable to /etc/rc. conf :

check quotas="NO"
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Finally, edit /etc/fstab to enable disk quotas on a per-file system basis. To enable per-user quotas on a file system,
add userquota to the options field in the /etc/fstab entry for the file system to enable quotas on. For example:

/dev/dals2g /home ufs rw,userquota 1 2

To enable group quotas, use groupquota instead. To enable both user and group quotas, separate the options with
a comma:

/dev/dals2g /home ufs rw,userquota,groupquota 1 2

By default, quota files are stored in the root directory of the file system as quota.user and quota.group. Refer to
fstab(5) for more information. Specifying an alternate location for the quota files is not recommended.

Once the configuration is complete, reboot the system and /etc/rc will automatically run the appropriate com-
mands to create the initial quota files for all of the quotas enabled in /etc/fstab .

In the normal course of operations, there should be no need to manually run quotacheck(8), quotaon(8), or quo-
taoff(8). However, one should read these manual pages to be familiar with their operation.

18.11.2. Setting Quota Limits

To verify that quotas are enabled, run:
# quota -v

There should be a one line summary of disk usage and current quota limits for each file system that quotas are
enabled on.

The system is now ready to be assigned quota limits with edquota.

Several options are available to enforce limits on the amount of disk space a user or group may allocate, and how
many files they may create. Allocations can be limited based on disk space (block quotas), number of files (inode
quotas), or a combination of both. Each limit is further broken down into two categories: hard and soft limits.

A hard limit may not be exceeded. Once a user reaches a hard limit, no further allocations can be made on that file
system by that user. For example, if the user has a hard limit of 500 kbytes on a file system and is currently using 490
kbytes, the user can only allocate an additional 10 kbytes. Attempting to allocate an additional 11 kbytes will fail.

Soft limits can be exceeded for a limited amount of time, known as the grace period, which is one week by default.
If a user stays over their limit longer than the grace period, the soft limit turns into a hard limit and no further
allocations are allowed. When the user drops back below the soft limit, the grace period is reset.

In the following example, the quota for the test account is being edited. When edquota is invoked, the editor
specified by EDITOR is opened in order to edit the quota limits. The default editor is set to vi.

# edquota -u test
Quotas for user test:

/usr: kbytes in use: 65, limits (soft = 50, hard = 75)
inodes in use: 7, limits (soft = 50, hard = 60)

/usr/var: kbytes in use: 0, limits (soft = 50, hard = 75)
inodes in use: 0, limits (soft = 50, hard = 60)

There are normally two lines for each file system that has quotas enabled. One line represents the block limits and
the other represents the inode limits. Change the value to modify the quota limit. For example, to raise the block
limit on /usr to a soft limit of 500 and a hard limit of 600, change the values in that line as follows:

/usr: kbytes in use: 65, limits (soft = 500, hard = 600)

The new quota limits take effect upon exiting the editor.
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Sometimes it is desirable to set quota limits on a range of users. This can be done by first assigning the desired
quota limit to a user. Then, use -p to duplicate that quota to a specified range of user IDs (UIDs). The following
command will duplicate those quota limits for UIDs 10,000 through 19,999:

# edquota -p test 10000-19999

For more information, refer to edquota(8).

18.11.3. Checking Quota Limits and Disk Usage

To check individual user or group quotas and disk usage, use quota(1). A user may only examine their own quota
and the quota of a group they are a member of. Only the superuser may view all user and group quotas. To get a
summary of all quotas and disk usage for file systems with quotas enabled, use repquota(8).

Normally, file systems that the user is not using any disk space on will not show in the output of quota, even if the
user has a quota limit assigned for that file system. Use -v to display those file systems. The following is sample
output from quota -v for a user that has quota limits on two file systems.

Disk quotas for user test (uid 1002):

Filesystem usage quota  limit grace files quota 1limit grace
/usr 65%* 50 75 5days 7 50 60
/usr/var 0 50 75 0 50 60

In this example, the user is currently 15 kbytes over the soft limit of 50 kbytes on /usr and has 5 days of grace
period left. The asterisk * indicates that the user is currently over the quota limit.

18.11.4. Quotas over NFS

Quotas are enforced by the quota subsystem on the NFS server. The rpc.rquotad(8) daemon makes quota informa-
tion available to quota on NFS clients, allowing users on those machines to see their quota statistics.

On the NFS server, enable rpc. rquotad by removing the # from this line in /etc/inetd. conf:

rquotad/1 dgram rpc/udp wait root /usr/libexec/rpc.rquotad rpc.rquotad

Then, restart inetd:

# service inetd restart

18.12. Encrypting Disk Partitions

Contributed by Lucky Green.

FreeBSD offers excellent online protections against unauthorized data access. File permissions and Mandatory
Access Control (MAC) help prevent unauthorized users from accessing data while the operating system is active
and the computer is powered up. However, the permissions enforced by the operating system are irrelevant if an
attacker has physical access to a computer and can move the computer's hard drive to another system to copy
and analyze the data.

Regardless of how an attacker may have come into possession of a hard drive or powered-down computer, the
GEOM-based cryptographic subsystems built into FreeBSD are able to protect the data on the computer's file sys-
tems against even highly-motivated attackers with significant resources. Unlike encryption methods that encrypt
individual files, the built-in gbde and geli utilities can be used to transparently encrypt entire file systems. No
cleartext ever touches the hard drive's platter.

This chapter demonstrates how to create an encrypted file system on FreeBSD. It first demonstrates the process
using gbde and then demonstrates the same example using geli.
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18.12.1. Disk Encryption with ghde

The objective of the gbde(4) facility is to provide a formidable challenge for an attacker to gain access to the con-
tents of a cold storage device. However, if the computer is compromised while up and running and the storage
device is actively attached, or the attacker has access to a valid passphrase, it offers no protection to the contents
of the storage device. Thus, it is important to provide physical security while the system is running and to protect
the passphrase used by the encryption mechanism.

This facility provides several barriers to protect the data stored in each disk sector. It encrypts the contents of
a disk sector using 128-bit AES in CBC mode. Each sector on the disk is encrypted with a different AES key. For
more information on the cryptographic design, including how the sector keys are derived from the user-supplied
passphrase, refer to gbde(4).

FreeBSD provides a kernel module for gbde which can be loaded with this command:
# kldload geom_bde

If using a custom kernel configuration file, ensure it contains this line:

options GEOM BDE

The following example demonstrates adding a new hard drive to a system that will hold a single encrypted partition
that will be mounted as /private.

Procedure 18.3. Encrypting a Partition with gbde
1. Add the New Hard Drive

Install the new drive to the system as explained in Section 18.2, “Adding Disks”. For the purposes of this ex-
ample, a new hard drive partition has been added as /dev/ad4slc and /dev/adOsl * represents the existing
standard FreeBSD partitions.

# 1s /dev/ad*

/dev/ad0 /dev/ad0s1b /dev/ad0sle /dev/ad4sl
/dev/ad0s1 /dev/ad0slc /dev/ad0s1f /dev/ad4slc
/dev/ad0Osla /dev/ad0s1ld /dev/ad4

2. Create a Directory to Hold gbde Lock Files

# mkdir /etc/gbde

The gbde lock file contains information that gbde requires to access encrypted partitions. Without access to
the lock file, gbde will not be able to decrypt the data contained in the encrypted partition without significant
manual intervention which is not supported by the software. Each encrypted partition uses a separate lock
file.

3. [Initialize the gbhde Partition

A gbde partition must be initialized before it can be used. This initialization needs to be performed only once.
This command will open the default editor, in order to set various configuration options in a template. For
use with the UFS file system, set the sector_size to 2048:

gbde init /dev/ad4slc -i -L /etc/gbde/ad4slc.lock
$FreeBSD: src/sbin/gbde/template.txt,v 1.1.36.1 2009/08/03 08:13:06 kensmith Exp $

Sector size is the smallest unit of data which can be read or written.
Making it too small decreases performance and decreases available space.
Making it too large may prevent filesystems from working. 512 is the
minimum and always safe. For UFS, use the fragment size

ector size = 2048
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Once the edit is saved, the user will be asked twice to type the passphrase used to secure the data. The
passphrase must be the same both times. The ability of gbde to protect data depends entirely on the qual-
ity of the passphrase. For tips on how to select a secure passphrase that is easy to remember, see http://
world.std.com/~reinhold/diceware. htm.

This initialization creates a lock file for the gbde partition. In this example, it is stored as /etc/gbde/
ad4slc.lock . Lock files must end in “.Jock” in order to be correctly detected by the /etc/rc.d/gbde start
up script.

Caution

A Lock files must be backed up together with the contents of any encrypted partitions.
Without the lock file, the legitimate owner will be unable to access the data on the en-
crypted partition.

4.  Attach the Encrypted Partition to the Kernel

# gbde attach /dev/ad4slc -1 /etc/gbde/ad4slc.lock

This command will prompt to input the passphrase that was selected during the initialization of the encrypted
partition. The new encrypted device will appear in /dev as /dev/device name.bde:

# s /dev/ad*

/dev/ad0 /dev/ad0s1lb /dev/ad0sle /dev/ad4sl
/dev/ad0s1l /dev/ad0slc /dev/ad0s1f /dev/ad4slc
/dev/ad0sla /dev/ad0s1ld /dev/ad4 /dev/ad4slc.bde

5. Create a File System on the Encrypted Device

Once the encrypted device has been attached to the kernel, a file system can be created on the device. This
example creates a UFS file system with soft updates enabled. Be sure to specify the partition which has a
*.bde extension:

# newfs -U /dev/ad4slc.bde
6. Mount the Encrypted Partition

Create a mount point and mount the encrypted file system:

# mkdir /private
# mount /dev/ad4slc.bde /private

7. Verify That the Encrypted File System is Available

The encrypted file system should now be visible and available for use:

% df -H

Filesystem Size Used Avail Capacity Mounted on
/dev/ad0Osla 1037M 72M 883M 8% /

/devfs 1.0K 1.0K 0B 100% /dev
/dev/ad0s1f 8.1G 55K  7.5G 0% /home
/dev/ad0Osle 1037M 1.1M 953M 0% /tmp
/dev/ad0s1d 6.1G 1.9G 3.7G 35% /usr
/dev/ad4slc.bde 150G 4.1K 138G 0% /private

After each boot, any encrypted file systems must be manually re-attached to the kernel, checked for errors, and
mounted, before the file systems can be used. To configure these steps, add the following lines to /etc/rc.conf :
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gbde autoattach all="YES"
gbde devices="ad4slc"
gbde lockdir="/etc/gbde"

This requires that the passphrase be entered at the console at boot time. After typing the correct passphrase,
the encrypted partition will be mounted automatically. Additional gbde boot options are available and listed in
rc.conf(5).

Note

@ sysinstall is incompatible with gbde-encrypted devices. All *.bde devices must be detached
from the kernel before starting sysinstall or it will crash during its initial probing for devices.
To detach the encrypted device used in the example, use the following command:

# gbde detach /dev/ ad4sic

18.12.2. Disk Encryption with geli

Contributed by Daniel Gerzo.

An alternative cryptographic GEOM class is available using geli. This control utility adds some features and uses
a different scheme for doing cryptographic work. It provides the following features:

« Utilizes the crypto(9) framework and automatically uses cryptographic hardware when it is available.
+ Supports multiple cryptographic algorithms such as AES, Blowfish, and 3DES.

« Allows the root partition to be encrypted. The passphrase used to access the encrypted root partition will be
requested during system boot.

+ Allows the use of two independent keys.
o Itis fast as it performs simple sector-to-sector encryption.

« Allows backup and restore of master keys. If a user destroys their keys, it is still possible to get access to the data
by restoring keys from the backup.

« Allows a disk to attach with a random, one-time key which is useful for swap partitions and temporary file
systems.

More features and usage examples can be found in geli(8).

The following example describes how to generate a key file which will be used as part of the master key for the
encrypted provider mounted under /private. The key file will provide some random data used to encrypt the
master key. The master key will also be protected by a passphrase. The provider's sector size will be 4kB. The
example describes how to attach to the geli provider, create a file system on it, mount it, work with it, and finally,
how to detach it.

Procedure 18.4. Encrypting a Partition with geli
1. Load geli Support

Support for geli is available as a loadable kernel module. To configure the system to automatically load the
module at boot time, add the following line to /boot/loader.conf :

geom_eli load="YES"

To load the kernel module now:
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# kldload geom_eli

For a custom kernel, ensure the kernel configuration file contains these lines:

options GEOM ELI
device crypto

2. Generate the Master Key

The following commands generate a master key that all data will be encrypted with. This key can never be
changed. Rather than using it directly, it is encrypted with one or more user keys. The user keys are made up
of an optional combination of random bytes from a file, /root/da2.key , and/or a passphrase. In this case,
the data source for the key file is /dev/random. This command also configures the sector size of the provider
(/dev/da2.eli ) as 4kB, for better performance:

# dd if=/dev/random of=/root/da2.key bs=64 count=1

# geli init -K /root/da2.key -s 4096 /dev/da2

Enter new passphrase:
Reenter new passphrase:

It is not mandatory to use both a passphrase and a key file as either method of securing the master key can
be used in isolation.

If the key file is given as “-”, standard input will be used. For example, this command generates three key files:
# cat keyfilel keyfile2 keyfile3 | geli init -K - /dev/da2
3. Attach the Provider with the Generated Key

To attach the provider, specify the key file, the name of the disk, and the passphrase:

# geli attach -k /root/da2.key /dev/da2
Enter passphrase:

This creates a new device with an .eli extension:

# 1s /dev/da2*
/dev/da2 /dev/da2.eli

4. Create the New File System

Next, format the device with the UFS file system and mount it on an existing mount point:
# dd if=/dev/random of=/dev/da2.eli bs=1m

# newfs /dev/da2.eli
# mount /dev/da2.eli /private

The encrypted file system should now be available for use:

# df -H

Filesystem Size Used Avail Capacity Mounted on
/dev/ad0Osla 248M 89M 139M 38% /

/devfs 1.0K 1.6K 0B 100% /dev
/dev/ad0s1f 7.7 2.3G  4.9G 32% /usr
/dev/ad0s1d 989M 1.5M 909M 0% /tmp

/dev/adOsle 3.9G 1.3 2.3G 35% /var
/dev/da2.eli 150G 4.1K 138G 0% /private

Once the work on the encrypted partition is done, and the /private partition is no longer needed, it is prudent to
put the device into cold storage by unmounting and detaching the geli encrypted partition from the kernel:

# umount /private
# geli detach da2.eli
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An rc.d script is provided to simplify the mounting of geli-encrypted devices at boot time. For this example, add
these lines to /etc/rc.conf :

geli devices="da2"
geli da2 flags="-k /root/da2.key"

This configures /dev/da2 as a geli provider with a master key of /root/da2.key . The system will automatical-
ly detach the provider from the kernel before the system shuts down. During the startup process, the script will
prompt for the passphrase before attaching the provider. Other kernel messages might be shown before and after
the password prompt. If the boot process seems to stall, look carefully for the password prompt among the other
messages. Once the correct passphrase is entered, the provider is attached. The file system is then mounted, typi-
cally by an entry in /etc/fstab . Refer to Section 3.7, “Mounting and Unmounting File Systems” for instructions
on how to configure a file system to mount at boot time.

18.13. Encrypting Swap

Written by Christian Brueffer.

Like the encryption of disk partitions, encryption of swap space is used to protect sensitive information. Consider
an application that deals with passwords. As long as these passwords stay in physical memory, they are not written
to disk and will be cleared after a reboot. However, if FreeBSD starts swapping out memory pages to free space, the
passwords may be written to the disk unencrypted. Encrypting swap space can be a solution for this scenario.

This section demonstrates how to configure an encrypted swap partition using gbde(8) or geli(8) encryption. It
assumes that /dev/adaOslb is the swap partition.

18.13.1. Configuring Encrypted Swap

Swap partitions are not encrypted by default and should be cleared of any sensitive data before continuing. To
overwrite the current swap partition with random garbage, execute the following command:

# dd if=/dev/random of=/dev/ adaOslb bs=1m

To encrypt the swap partition using gbde(8), add the .bde suffix to the swap line in /etc/fstab :

# Device Mountpoint FStype Options Dump Pass#
/dev/adaOslb.bde none swap sw 0 0

To instead encrypt the swap partition using geli(8), use the .eli suffix:

# Device Mountpoint FStype Options Dump Pass#
/dev/adabslb.eli none swap sw 0 0

By default, geli(8) uses the AES algorithm with a key length of 128 bits. Normally the default settings will suffice.
If desired, these defaults can be altered in the options field in /etc/fstab . The possible flags are:

aalgo
Data integrity verification algorithm used to ensure that the encrypted data has not been tampered with. See
geli(8) for a list of supported algorithms.

ealgo
Encryption algorithm used to protect the data. See geli(8) for a list of supported algorithms.

keylen
The length of the key used for the encryption algorithm. See geli(8) for the key lengths that are supported
by each encryption algorithm.

sectorsize
The size of the blocks data is broken into before it is encrypted. Larger sector sizes increase performance at
the cost of higher storage overhead. The recommended size is 4096 bytes.
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Encrypted Swap Verification

This example configures an encrypted swap partition using the Blowfish algorithm with a key length of 128 bits
and a sectorsize of 4 kilobytes:

# Device Mountpoint FStype Options Dump Pass#
/dev/adalslb.eli none swap sw,ealgo=blowfish, keylen=128,sectorsize=4096 0 0

18.13.2. Encrypted Swap Verification

Once the system has rebooted, proper operation of the encrypted swap can be verified using swapinfo.

If gbde(8) is being used:

% swapinfo

Device 1K-blocks Used Avail Capacity
/dev/ada@slb.bde 542720 0 542720 0%
If geli(8) is being used:

% swapinfo

Device 1K-blocks Used Avail Capacity
/dev/adalslb.eli 542720 0 542720 0%

18.14. Highly Available Storage (HAST)

Contributed by Daniel Gerzo.
With inputs from Freddie Cash, Pawel Jakub Dawidek, Michael W. Lucas and Viktor Petersson.

High availability is one of the main requirements in serious business applications and highly-available storage
is a key component in such environments. In FreeBSD, the Highly Available STorage (HAST) framework allows
transparent storage of the same data across several physically separated machines connected by a TCP/IP network.
HAST can be understood as a network-based RAID1 (mirror), and is similar to the DRBD® storage system used in the
GNU/Linux® platform. In combination with other high-availability features of FreeBSD like CARP, HAST makes it
possible to build a highly-available storage cluster that is resistant to hardware failures.

The following are the main features of HAST:
+ Can be used to mask I/0 errors on local hard drives.
» File system agnostic as it works with any file system supported by FreeBSD.

« Efficient and quick resynchronization as only the blocks that were modified during the downtime of a node are
synchronized.

+ Canbe used in an already deployed environment to add additional redundancy.

+ Together with CARP, Heartbeat, or other tools, it can be used to build a robust and durable storage system.
After reading this section, you will know:

+ What HAST is, how it works, and which features it provides.

+ How to set up and use HAST on FreeBSD.

+ How to integrate CARP and devd(8) to build a robust storage system.

Before reading this section, you should:

+ Understand UNIX® and FreeBSD basics (Chapter 3, FreeBSD Basics).

+ Know how to configure network interfaces and other core FreeBSD subsystems (Chapter 12, Configuration and

Tuning).
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+ Have a good understanding of FreeBSD networking (Part IV, “Network Communication”).

The HAST project was sponsored by The FreeBSD Foundation with support from http://www.omc.net/ and http://
www.transip.nl/.

18.14.1. HAST Operation

HAST provides synchronous block-level replication between two physical machines: the primary, also known as
the master node, and the secondary, or slave node. These two machines together are referred to as a cluster.

Since HAST works in a primary-secondary configuration, it allows only one of the cluster nodes to be active at any
given time. The primary node, also called active, is the one which will handle all the /0 requests to HAST-managed
devices. The secondary node is automatically synchronized from the primary node.

The physical components of the HAST system are the local disk on primary node, and the disk on the remote,
secondary node.

HAST operates synchronously on a block level, making it transparent to file systems and applications. HAST pro-
vides regular GEOM providers in /dev/hast/ for use by other tools or applications. There is no difference between
using HAST-provided devices and raw disks or partitions.

Each write, delete, or flush operation is sent to both the local disk and to the remote disk over TCP/IP. Each read
operation is served from the local disk, unless the local disk is not up-to-date or an 1/0 error occurs. In such cases,
the read operation is sent to the secondary node.

HAST tries to provide fast failure recovery. For this reason, it is important to reduce synchronization time after
anode's outage. To provide fast synchronization, HAST manages an on-disk bitmap of dirty extents and only syn-
chronizes those during a regular synchronization, with an exception of the initial sync.

There are many ways to handle synchronization. HAST implements several replication modes to handle different
synchronization methods:

+ memsync: This mode reports a write operation as completed when the local write operation is finished and when
the remote node acknowledges data arrival, but before actually storing the data. The data on the remote node
will be stored directly after sending the acknowledgement. This mode is intended to reduce latency, but still
provides good reliability. This mode is the default.

« fullsync: This mode reports a write operation as completed when both the local write and the remote write
complete. This is the safest and the slowest replication mode.

« async: This mode reports a write operation as completed when the local write completes. This is the fastest and
the most dangerous replication mode. It should only be used when replicating to a distant node where latency
is too high for other modes.

18.14.2. HAST Configuration
The HAST framework consists of several components:

+ The hastd(8) daemon which provides data synchronization. When this daemon is started, it will automatically
load geom_gate.ko.

+ The userland management utility, hastct(8).
+ The hast.conf(5) configuration file. This file must exist before starting hastd.

Users who prefer to statically build GEOM_GATE support into the kernel should add this line to the custom kernel
configuration file, then rebuild the kernel using the instructions in Chapter 8, Configuring the FreeBSD Kernel:

options GEOM GATE
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HAST Configuration

The following example describes how to configure two nodes in master-slave/primary-secondary operation using
HAST to replicate the data between the two. The nodes will be called hasta, with an IP address of 172.16.0.1, and
hastb, with an IP address of 172.16.0.2 . Both nodes will have a dedicated hard drive /dev/ad6 of the same size
for HAST operation. The HAST pool, sometimes referred to as a resource or the GEOM provider in /dev/hast/
will be called test.

Configuration of HAST is done using /etc/hast.conf . This file should be identical on both nodes. The simplest
configuration is:

resource test {

on hasta {
local /dev/ad6
remote 172.16.0.2

}
on hastb {
local /dev/ad6
remote 172.16.0.1
}
b

For more advanced configuration, refer to hast.conf(5).

Tip
; It is also possible to use host names in the remote statements if the hosts are resolvable and
defined either in /etc/hosts or in the local DNS.

Once the configuration exists on both nodes, the HAST pool can be created. Run these commands on both nodes
to place the initial metadata onto the local disk and to start hastd(8):

# hastctl create test
# service hastd onestart

Note
3 It is not possible to use GEOM providers with an existing file system or to convert an exist-
ing storage to a HAST-managed pool. This procedure needs to store some metadata on the
provider and there will not be enough required space available on an existing provider.

A HAST node's primary or secondary role is selected by an administrator, or software like Heartbeat, using
hastctl(8). On the primary node, hasta, issue this command:

# hastctl role primary test

Run this command on the secondary node, hastb:
# hastctl role secondary test
Verify the result by running hastctl on each node:

# hastctl status test
Check the status line in the output. If it says degraded, something is wrong with the configuration file. It should

say complete on each node, meaning that the synchronization between the nodes has started. The synchronization
completes when hastctl status reports 0 bytes of dirty extents.
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The next step is to create a file system on the GEOM provider and mount it. This must be done on the primary node.
Creating the file system can take a few minutes, depending on the size of the hard drive. This example creates a
UFS file system on /dev/hast/test :

# newfs -U /dev/hast/ test
# mkdir /hast/ test
# mount /dev/hast/ test /hast/test

Once the HAST framework is configured properly, the final step is to make sure that HAST is started automatically
during system boot. Add this line to /etc/rc.conf :

hastd enable="YES"
18.14.2.1. Failover Configuration

The goal of this example is to build a robust storage system which is resistant to the failure of any given node. If
the primary node fails, the secondary node is there to take over seamlessly, check and mount the file system, and
continue to work without missing a single bit of data.

To accomplish this task, the Common Address Redundancy Protocol (CARP) is used to provide for automatic failover
atthe IP layer. CARP allows multiple hosts on the same network segment to share an IP address. Set up CARP on both
nodes of the cluster according to the documentation available in Section 32.10, “Common Address Redundancy
Protocol (CARP)”. In this example, each node will have its own management IP address and a shared IP address of
172.16.0.254 . The primary HAST node of the cluster must be the master CARP node.

The HAST pool created in the previous section is now ready to be exported to the other hosts on the network. This
can be accomplished by exporting it through NFS or Samba, using the shared IP address 172.16.0.254 . The only
problem which remains unresolved is an automatic failover should the primary node fail.

In the event of CARP interfaces going up or down, the FreeBSD operating system generates a devd(8) event, making
it possible to watch for state changes on the CARP interfaces. A state change on the CARP interface is an indication
that one of the nodes failed or came back online. These state change events make it possible to run a script which
will automatically handle the HAST failover.

To catch state changes on the CARP interfaces, add this configuration to /etc/devd. conf on each node:

notify 30 {

match "system" "IFNET";

match "subsystem" "carp0";

match "type" "LINK UP";

action "/usr/local/sbin/carp-hast-switch master";

}i

notify 30 {

match "system" "IFNET";

match "subsystem" "carp0";

match "type" "LINK DOWN";

action "/usr/local/sbin/carp-hast-switch slave";
g

Note
@ If the systems are running FreeBSD 10 or higher, replace carp@ with the name of the CARP-
configured interface.

Restart devd(8) on both nodes to put the new configuration into effect:

# service devd restar